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#### Abstract

Let $m \times m$ complex matrix $P$ and $n \times n$ complex matrix $Q$ be $k$-involutions, i.e., $P^{k-1}=P^{-1}, Q^{k-1}=Q^{-1}$ for some integer $k \geq 2$. An $m \times n$ complex matrix $A$ is $(P, Q, \beta)$ symmetric if $P A Q^{-1}=\lambda^{\beta} A$, or $(P, Q, \alpha, \beta)$-symmetric if $P A Q^{-\alpha}=\lambda^{\beta} A$, where $\lambda=e^{2 \pi i / k}$ and $\alpha, \beta \in\{1,2, \ldots, k\}$. In this paper, for given matrices $X, Y, E, F$ with appropriate sizes, the solvability of matrix equations $A X=E$ and $Y^{*} A=F$ under $(P, Q, \beta)$ - and ( $P, Q, \alpha, \beta$ )-constraints, respectively, are investigated. Meanwhile, the associated optimal approximation problem is also considered when the above $P$ and $Q$ are unitary.
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1. Introduction. The matrix inverse problem, which arises in the design of Hopfield neural networks $[16,17]$, has important applications in vibration theory [3], control theory [7], civil engineering and aviation [10]. The constrained matrix equation(s) problem, as the natural extension of the matrix inverse problem, plays an important role in matrix theory, and has been widely studied [5, 6, 11, 13, 20, 21, 27].

In this paper, we will discuss the solvability conditions of matrix equations

$$
\begin{equation*}
A X=E, Y^{*} A=F \tag{1.1}
\end{equation*}
$$

with $(P, Q, \beta)$ - and ( $P, Q, \alpha, \beta$ )-constraints, respectively.
For convenience, we first introduce some notations: $\mathbb{C}^{m \times n}$ denotes the set of all $m \times n$ complex matrices, $\mathbb{U} \mathbb{C}^{m \times m}$ is the set of all $m \times m$ orthogonal matrices. $I_{n}$ represents identity matrix with order $n . A^{T}, A^{*}, A^{+}$and $\|A\|$ stand for the transpose, conjugate transpose, Moore-Penrose generalized inverse and Frobenius norm of matrix $A$, respectively.

A complex matrix $R \in \mathbb{C}^{m \times m}$ is called $k$-involutory if its minimal polynomial

[^0]is $x^{k}-1$ for some integer $k \geq 2$. It is easy to know that $k$-involutory $R$ satisfies $R^{k-1}=R^{-1}$, and its $k$ eigenvalues are $\lambda, \lambda^{2}, \ldots, \lambda^{k}$, where $\lambda=e^{2 \pi i / k}$.

Definition 1.1. Let $P \in \mathbb{C}^{m \times m}$ and $Q \in \mathbb{C}^{n \times n}$ be $k$-involutory matrices, we say that $A \in \mathbb{C}^{m \times n}$ is $(P, Q, \beta)$-symmetric if $P A Q^{-1}=\lambda^{\beta} A$, or $(P, Q, \alpha, \beta)$-symmetric if $P A Q^{-\alpha}=\lambda^{\beta} A$, where $\alpha, \beta \in \mathbb{Z}_{k}=\{1,2, \ldots, k\}$.

The $(P, Q, \beta)$-symmetric matrices and $(P, Q, \alpha, \beta)$-symmetric matrices were put forward by William F. Trench in [23] and [24], respectively. Obviously, the centrosymmetric matrices [1] and generalized reflexive matrices [13, 18, 27] are the extensions of the $(P, Q, \beta)$ - and $(P, Q, \alpha, \beta)$-symmetric matrices.

In [23] and [24], the author investigates the structural properties, the expressions of generalized inverse, singular value decompositions of the $(P, Q, \beta)$ - and $(P, Q, \alpha, \beta)$-symmetric matrices, respectively. The Procrustes problem for $(P, Q, \beta)$ symmetric matrices has been considered by Jia in [9]. Moreover, the least squares problem of matrix equation $A X=B$ with $(P, Q, \beta)$ - and $(P, Q, \alpha, \beta)$-constraints have been discussed by Li [15]. However, to our knowledge, the constrained matrix equations problem (1.1) has not been investigated yet.

Denote by $\mathscr{S}$ the set of $(P, Q, \beta)$-symmetric matrices or $(P, Q, \alpha, \beta)$-symmetric matrices. The first problem to be solved in the present paper can be expressed concretely as follows:

Problem 1.2. For given $X \in \mathbb{C}^{n \times p}, Y \in \mathbb{C}^{m \times q}, E \in \mathbb{C}^{m \times p}, F \in \mathbb{C}^{q \times n}$ and $k$-involutory matrices $P \in \mathbb{C}^{m \times m}, Q \in \mathbb{C}^{n \times n}$, find $A \in \mathscr{S}$ which satisfies the simultaneous equations (1.1).

Actually, if $m=n$ and let $E=X \Lambda, F=\mu Y^{*}$, where $\Lambda$ and $\mu$ are all diagonal matrices with appropriate sizes, then the above constrained matrix equations problem becomes the corresponding left and right inverse eigenvalue problem [12, 14, 18] which mainly arises in perturbation analysis of matrix eigenvalue [25] and recursive matters [2].

The second problem to be considered here is the so-called optimal approximation problem.

Problem 1.3. Suppose that Problem 1.2 is consistent, i.e., the solution set $\mathscr{S}_{E}$ of which is nonempty. For given $\bar{A} \in \mathbb{C}^{m \times n}$, find $\widehat{A} \in \mathscr{S}_{E}$ such that

$$
\|\widehat{A}-\bar{A}\|=\min _{A \in \mathscr{\mathscr { S }}_{E}}\|A-\bar{A}\|
$$

This kind of problems plays an important role in practice, and has been discussed far and wide (see, e.g., $[4,8,9,12,13,14,15,18,19,20,21,26,27]$ and therein).

The remainder of this paper is outlined as follows. In Section 2, we will introduce some preliminary knowledge about the $k$-involutory matrices, the $(P, Q, \beta)$ and $(P, Q, \alpha, \beta)$-symmetric matrices. Furthermore, the necessary and sufficient conditions for the consistency of (1.1) will be investigated, and the general solution will be represented in Section 3. The optimal approximation Problem 1.3 will be solved in Section 4.
2. Preliminaries. For $k$-involutory matrices $P$ and $Q$ as in Definition 1.1, let $p_{t}=\operatorname{dim} \Phi_{P}\left(\lambda^{t}\right), q_{t}=\operatorname{dim} \Phi_{Q}\left(\lambda^{t}\right)(t=1,2, \ldots, k)$ be the dimensions of eigenspaces to $\lambda^{t}$ with respect to $P$ and $Q$, respectively, which reveal that $m=\sum_{t=1}^{k} p_{t}, \quad n=$ $\sum_{t=1}^{k} q_{t}$. Hence, we know that there exist $P_{t} \in \mathbb{C}^{m \times p_{t}}$ and $Q_{t} \in \mathbb{C}^{n \times q_{t}}$ such that

$$
P P_{t}=\lambda^{t} P_{t}, Q Q_{t}=\lambda^{t} Q_{t} \text { with } P_{t}^{*} P_{t}=I_{p_{t}}, Q_{t}^{*} Q_{t}=I_{q_{t}}
$$

Moreover, there exist matrices $\widehat{P}_{t} \in \mathbb{C}^{p_{t} \times m}, \widehat{Q}_{t} \in \mathbb{C}^{q_{t} \times n}$ (see [23]) such that

$$
(2.1) P=U \operatorname{diag}\left(\lambda I_{p_{1}}, \lambda^{2} I_{p_{2}}, \ldots, \lambda^{k} I_{p_{k}}\right) \widehat{U}, Q=V \operatorname{diag}\left(\lambda I_{q_{1}}, \lambda^{2} I_{q_{2}}, \ldots, \lambda^{k} I_{q_{k}}\right) \widehat{V}
$$

where $U=\left(P_{1} P_{2} \cdots P_{k}\right), \widehat{U}=\left(\widehat{P}_{1}^{T} \widehat{P}_{2}^{T} \cdots \widehat{P}_{k}^{T}\right)^{T}$ with $\widehat{U} U=I_{m}$, and $V=$ $\left(Q_{1} Q_{2} \cdots Q_{k}\right), \widehat{V}=\left(\widehat{Q}_{1}^{T} \widehat{Q}_{2}^{T} \cdots \widehat{Q}_{k}^{T}\right)^{T}$ with $\widehat{V} V=I_{n}$.

In particular, if $P$ and $Q$ are unitary, then $\widehat{U}=U^{*} \in \mathbb{U} \mathbb{C}^{m \times m}, \widehat{V}=V^{*} \in$ $\mathbb{U} \mathbb{C}^{n \times n}$, so are $\mathbb{U}_{\beta}, \mathbb{U}_{\beta, \alpha}$, here

$$
\mathbb{U}_{\beta}=\left(P_{1+\beta} P_{2+\beta} \cdots P_{k+\beta}\right), \quad \widehat{\mathbb{U}}_{\beta}=\left(P_{1+\beta}^{T} P_{2+\beta}^{T} \cdots P_{k+\beta}^{T}\right)^{T}
$$

and

$$
\mathbb{U}_{\beta, \alpha}=\left(P_{\alpha+\beta} P_{2 \alpha+\beta} \cdots P_{\alpha k+\beta}\right) .
$$

In this case,
(2.2) $P=U \operatorname{diag}\left(\lambda I_{p_{1}}, \lambda^{2} I_{p_{2}}, \ldots, \lambda^{k} I_{p_{k}}\right) U^{*}, Q=V \operatorname{diag}\left(\lambda I_{q_{1}}, \lambda^{2} I_{q_{2}}, \ldots, \lambda^{k} I_{q_{k}}\right) V^{*}$.

Remark 2.1. All arithmetic operations in subscripts are modulo $k$, i.e., $P_{k \alpha+\beta}=$ $P_{s}$ predicates that $s \equiv k \alpha+\beta(\bmod k)$.

Lemma 2.2. ([23]) Let $P$ and $Q$ be $k$-involutions as in (2.1). Then $A \in \mathbb{C}^{m \times n}$ is $(P, Q, \beta)$-symmetric if and only if

$$
\begin{equation*}
A=\sum_{t=1}^{k} P_{t+\beta} G_{t} \widehat{Q}_{t} \tag{2.3}
\end{equation*}
$$

where $G_{t}=P_{t+\beta}^{*} A Q_{t} \in \mathbb{C}^{p_{t+\beta} \times q_{t}}$.
For $(P, Q, \alpha, \beta)$-symmetric matrices, we have similar conclusion.

## ELA

Lemma 2.3. ([24]) If $P$ and $Q$ are $k$-involutions as in (2.1), then $A \in \mathbb{C}^{m \times n}$ is $(P, Q, \alpha, \beta)$-symmetric if and only if $A=\sum_{t=1}^{k} P_{t \alpha+\beta} G_{t} \widehat{Q}_{t}$ with $G_{t}=P_{t \alpha+\beta}^{*} A Q_{t} \in$ $\mathbb{C}^{p_{t \alpha+\beta} \times q_{t}}$.

In Lemma 2.3, the substitution $t \rightarrow t \alpha+\beta(\bmod k)$ is a permutation of $\mathbb{Z}_{k}$ if $\operatorname{gcd}(\alpha, k)=1$, but $\mathbb{U}_{\beta, \alpha}$ is not invertible if $\operatorname{gcd}(\alpha, k)>1$. In fact, when $\operatorname{gcd}(\alpha, k)=$ $a>1$, the first $b=k / a$ columns of $\mathbb{U}_{\beta, \alpha}$ are repeated $a$ times as brought forth in Example 1 of [15]. Furthermore, this lemma can be reformed in the following convenient form.

Lemma 2.4. ([24]) Suppose that $\operatorname{gcd}(\alpha, k)=a$ and $b=k / a$. For $1 \leq l \leq b$, denote

$$
\left.\begin{array}{l}
\mathbb{V}_{l, \alpha}=\left(\begin{array}{llll}
Q_{l+b} & Q_{l+2 b} & \cdots & Q_{l+a b}
\end{array}\right), \quad \widehat{\mathbb{V}}_{l, \alpha}=\left(\begin{array}{llll}
\widehat{Q}_{l+b}^{T} & \widehat{Q}_{l+2 b}^{T} & \cdots & \widehat{Q}_{l+a b}^{T}
\end{array}\right)^{T}, \\
\mathscr{U}_{\beta, \alpha}=\left(\begin{array}{lll}
P_{\alpha+\beta} & P_{2 \alpha+\beta} & \cdots
\end{array} P_{b \alpha+\beta}\right.
\end{array}\right), \widehat{\mathscr{U}}_{\beta, \alpha}=\left(\widehat{P}_{\alpha+\beta}^{T} \widehat{P}_{2 \alpha+\beta}^{T} \cdots \widehat{P}_{b \alpha+\beta}^{T}\right)^{T}, ~ l
$$

and

$$
\mathbb{G}_{l, \alpha}=\left(G_{l+b} G_{l+2 b} \cdots G_{l+a b}\right), \quad \mathscr{V}_{\alpha}=\left(\mathbb{V}_{1, \alpha} \mathbb{V}_{2, \alpha} \cdots \mathbb{V}_{b, \alpha}\right)
$$

Then the columns of invertible matrix $\mathscr{V}_{\alpha}$ are a rearrangement of $Q_{t}\left(t \in \mathbb{Z}_{k}\right)$, and $\widehat{\mathscr{U}_{\beta, \alpha}} \mathscr{U}_{\beta, \alpha}=I_{p_{\beta+\alpha}+p_{2 \alpha+\beta}+\cdots+p_{b \alpha+\beta}}$. Then, the $(P, Q, \alpha, \beta)$-symmetric matrix $A$ can be represented as

$$
\begin{equation*}
A=\sum_{l=1}^{b} P_{l \alpha+\beta} \mathbb{G}_{l, \alpha} \widehat{\mathbb{V}}_{l, \alpha} \tag{2.4}
\end{equation*}
$$

3. The solvability conditions and general solution for Problem 1.2. In this section, we will obtain the solvability conditions for $\operatorname{Problem} 1.2$ with $(P, Q, \beta)$ and $(P, Q, \alpha, \beta)$-constraints, and the general solution of which will be derived.

The next lemma quoted from [28] is essential for our main results.
Lemma 3.1. Given matrices $M, N, C, D$ with appropriate orders, then matrix equations $M Z=N$ and $Z C=D$ are consistent, if and only if

$$
M D=N C, M M^{+} N=N, D C^{+} C=D
$$

Moreover, the expression of its general solution is

$$
X=M^{+} N+\left(I-M^{+} M\right) D C^{+}+\left(I-M^{+} M\right) H\left(I-C C^{+}\right)
$$

with arbitrary matrix $H$.
Denote $X_{t}=\widehat{Q}_{t} X, E_{t+\beta}=\widehat{P}_{t+\beta} E, \quad Y_{t+\beta}=Y^{*} P_{t+\beta}, F_{t}=F Q_{t}$. Then the solvability condition of matrix equation (1.1) in $(P, Q, \beta)$-symmetric matrices set is obtained by the following theorem.

Theorem 3.2. Given matrices $X \in \mathbb{C}^{n \times p}, Y \in \mathbb{C}^{m \times q}, E \in \mathbb{C}^{m \times p}, F \in \mathbb{C}^{q \times n}$. Then matrix equations (1.1) with ( $P, Q, \beta$ )-symmetric matrix $A$ are consistent if and only if

$$
\begin{equation*}
Y_{t+\beta} E_{t+\beta}=F_{t} X_{t}, Y_{t+\beta} Y_{t+\beta}^{+} F_{t}=F_{t} \text { and } E_{t+\beta} X_{t}^{+} X_{t}=E_{t+\beta} \tag{3.1}
\end{equation*}
$$

hold for $t \in \mathbb{Z}_{k}$ at the same time. And the general solution can be expressed as

$$
\begin{equation*}
A=\sum_{t=1}^{k} P_{t+\beta} G_{t} \widehat{Q}_{t} \tag{3.2}
\end{equation*}
$$

where $G_{t}=\widetilde{G}_{t}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right) Z_{t}\left(I_{q_{t}}-X_{t} X_{t}^{+}\right)$,

$$
\widetilde{G}_{t}=Y_{t+\beta}^{+} F_{t}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right) E_{t+\beta} X_{t}^{+}, \quad Z_{t} \in \mathbb{C}^{p_{t+\beta} \times q_{t}} .
$$

Proof. From Lemma 2.2, any $m \times n(P, Q, \beta)$-symmetric matrix $A$ can be written as in (2.3). Substituting it into (1.1), yields

$$
\left\{\begin{array}{c}
\sum_{t=1}^{k} P_{t+\beta} G_{t} \widehat{Q}_{t} X=E,  \tag{3.3}\\
Y^{*} \sum_{t=1}^{k} P_{t+\beta} G_{t} \widehat{Q}_{t}=F
\end{array}\right.
$$

Noting that the previous notations and pre-multiplying the both side of (3.3) from the left by $\widehat{\mathbb{U}}_{\beta}$ on the first equation, and right by $V$ on the second one, then

$$
\left\{\begin{array}{l}
G_{t} X_{t}=E_{t+\beta},  \tag{3.4}\\
Y_{t+\beta} G_{t}=F_{t},
\end{array} \quad t=1,2, \ldots, k,\right.
$$

which imply that the solvability of matrix equations (3.3) is in accord with (3.4). While the matrix equations (3.4) are consistent for $G_{t}$, from Lemma 3.1, if and only if (3.1) holds, and the general expression of the solution is

$$
G_{t}=Y_{t+\beta}^{+} F_{t}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right) E_{t+\beta} X_{t}^{+}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right) Z_{t}\left(I_{q_{t}}-X_{t} X_{t}^{+}\right) .
$$

Connecting with (2.3), we get (3.2).

## Remark 3.3.

- If $P$ and $Q$ are unitary matrices, then $\widehat{Q}_{t}$ and $\widehat{P}_{t+\beta}$ in Theorem 3.2 become $Q_{t}^{*}$, and $P_{t+\beta}^{*}$.
- Let $E=X \Lambda$ and $F=\mu Y^{*}$ in Theorem 3.2. Then we can obtain the solvability conditions and the general soluiton of the left and right inverse eigenvalue problem for $(P, Q, \beta)$-symmetric matrices.

Analogously, we can establish the consistent criterions of matrix equations (1.1) with ( $P, Q, \alpha, \beta$ )-constraint.

Theorem 3.4. Given matrices $X, Y, E, F$ as in Theorem 3.2. Let $\mathbb{E}_{l \alpha+\beta}=$ $\widehat{P}_{l \alpha+\beta} E, \mathbb{X}_{l, \alpha}=\widehat{\mathbb{V}}_{l, \alpha} X, \mathbb{Y}_{l \alpha+\beta}=Y^{*} P_{l \alpha+\beta}, \mathbb{F}_{l, \alpha}=F \mathbb{V}_{l, \alpha}$. Then matrix equations (1.1) are solvable with $(P, Q, \alpha, \beta)$-symmetric $A$ if and only if

$$
\begin{equation*}
\mathbb{Y}_{l \alpha+\beta} \mathbb{E}_{l \alpha+\beta}=\mathbb{F}_{l, \alpha} \mathbb{X}_{l, \alpha}, \mathbb{Y}_{l \alpha+\beta} \mathbb{Y}_{l \alpha+\beta}^{+} \mathbb{F}_{l, \alpha}=\mathbb{F}_{l, \alpha} \text { and } \mathbb{E}_{l \alpha+\beta} X_{t}^{+} \mathbb{X}_{l, \alpha}=E_{l \alpha+\beta} \tag{3.5}
\end{equation*}
$$

hold for $t \in \mathbb{Z}_{k}$, and the general solution is

$$
\begin{equation*}
A=\sum_{l=1}^{b} P_{l \alpha+\beta} \mathbb{G}_{l, \alpha} \widehat{\mathbb{V}}_{l, \alpha}, \tag{3.6}
\end{equation*}
$$

where $\mathbb{G}_{l, \alpha}=\overline{\mathbb{G}}_{l, \alpha}+\left(I_{p_{l \alpha+\beta}}-\mathbb{Y}_{l \alpha+\beta}^{+} \mathbb{Y}_{l \alpha+\beta}\right) \mathcal{Z}_{l, \alpha}\left(I_{\sum_{r=1}^{a} q_{l+r b}}-\mathbb{X}_{l, \alpha} \mathbb{X}_{l, \alpha}^{+}\right)$, $\overline{\mathbb{G}}_{l, \alpha}=\mathbb{Y}_{l \alpha+\beta} \mathbb{F}_{l, \alpha}+\left(I_{p_{l \alpha+\beta}}-\mathbb{Y}_{l \alpha+\beta}^{+} \mathbb{Y}_{l \alpha+\beta}\right) \mathbb{E}_{l \alpha+\beta} \mathbb{X}_{l, \alpha}^{+}, \quad \mathcal{Z}_{l, \alpha} \in \mathbb{C}^{p_{l \alpha+\beta} \times \sum_{r=1}^{a} q_{l+r b}}$.

Proof. Similarly to the proof of Theorem 3.2, substituting (2.4) into (1.1), we obtain

$$
\left\{\begin{array}{c}
\sum_{l=1}^{b} P_{l \alpha+\beta} \mathbb{G}_{l, \alpha} \widehat{\mathbb{V}}_{l, \alpha} X=E  \tag{3.7}\\
Y^{*} \sum_{l=1}^{b} P_{l \alpha+\beta} \mathbb{G}_{l, \alpha} \widehat{\mathbb{V}}_{l, \alpha}=F
\end{array}\right.
$$

Pre-multiplying both sides of (3.7) from the left by $\widehat{\mathscr{U}}_{\beta, \alpha}$ on the first equation, and right by $\mathscr{V}_{\alpha}$ on the second one, imply that (3.7) can be transformed equivalently as

$$
\left\{\begin{array}{l}
\mathbb{G}_{l, \alpha} \mathbb{X}_{l, \alpha}=\mathbb{E}_{l \alpha+\beta},  \tag{3.8}\\
\mathbb{Y}_{l \alpha+\beta} \mathbb{G}_{l, \alpha}=\mathbb{F}_{l, \alpha},
\end{array} \quad l=1,2, \ldots, b\right.
$$

Applying Lemma 3.1 to (3.8) reveals that (3.5) and (3.6) hold.

## Remark 3.5.

- If $P$ and $Q$ are unitary matrices in Theorem 3.4 , we need only write $\widehat{\mathbb{V}}_{l, \alpha}$ as $\mathbb{V}_{l, \alpha}^{*}$, and $\widehat{P}_{t \alpha+\beta}$ as $P_{t \alpha+\beta}^{*}$ in (3.6).
- Let $E=X \Lambda$ and $F=\mu Y^{*}$ in Theorem 3.4. Then the left and right inverse eigenvalue problem for the ( $P, Q, \alpha, \beta$ )-symmetric matrices will also be solved.

4. The solution to the optimal approximation problem. In this section, let the $k$-involutory matrices $P$ and $Q$ be unitary, that is, they possess the forms as in (2.2), and $U, V, \widehat{\mathscr{U}_{\beta}}=\mathscr{U}_{\beta}^{*}, \widehat{\mathscr{U}_{\beta, \alpha}}=\mathscr{U}_{\beta, \alpha}^{*}$ are also unitary.

The following lemma derived from [22] is necessary for solving the approximation Problem 1.3.

Lemma 4.1. Let $L \in \mathbb{C}^{q \times m}, \Delta \in \mathbb{C}^{q \times q}, \Gamma \in \mathbb{C}^{m \times m}$ and $\Delta^{2}=\Delta=\Delta^{*}$, $\Gamma^{2}=\Gamma=\Gamma^{*}$. Then

$$
\|L-\Delta L \Gamma\|=\min _{G \in \mathbb{C}^{q \times m}}\|L-\Delta G \Gamma\|
$$

if and only if $\Delta(L-G) \Gamma=0$.
Theorem 4.2. Suppose that (3.1) holds in Theorem 3.2, i.e., the solution set $\mathscr{S}_{E_{1}}$ of matrix equations (1.1) is nonempty. Then for given $\bar{A} \in \mathbb{C}^{m \times n}$, there exists uniquely $\widehat{A}_{1} \in \mathscr{S}_{E_{1}}$ such that

$$
\left\|\widehat{A}_{1}-\bar{A}\right\|=\min _{A \in \mathscr{\mathscr { S }}_{E_{1}}}\|A-\bar{A}\|
$$

and

$$
\begin{equation*}
\widehat{A}_{1}=\sum_{t=1}^{k} P_{t+\beta} \widehat{G}_{t} Q_{t}^{*}, \tag{4.1}
\end{equation*}
$$

where $\widehat{G}_{t}=\widetilde{G}_{t}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right)\left(\widetilde{G}_{t}-P_{t+\beta}^{*} \bar{A} Q_{t}\right)\left(I_{q_{t}}-X_{t} X_{t}^{+}\right), \quad \widetilde{G}_{t}$ as in (3.2).
Proof. The uniqueness of the solution dues to the closed and convex set $\mathscr{S}_{E_{1}}$ when it is nonempty. Hence, it is enough to prove (4.1). In fact,

$$
\mathscr{U}_{\beta}^{*}(A-\bar{A}) V=\left(\begin{array}{ccc}
G_{1}-P_{1+\beta}^{*} \bar{A} Q_{1} & \cdots & -P_{1+\beta}^{*} \bar{A} Q_{k} \\
\vdots & \ddots & \vdots \\
-P_{k+\beta}^{*} \bar{A} Q_{1} & \cdots & G_{k}-P_{k+\beta}^{*} \bar{A} Q_{k}
\end{array}\right)
$$

it follows from the unitary invariance of Frobenius norm that

$$
\|(A-\bar{A})\|^{2}=\sum_{t=1}^{k}\left\|G_{t}-P_{t+\beta}^{*} \bar{A} Q_{t}\right\|^{2}+\sum_{s, t=1, s \neq t}^{k}\left\|P_{t+\beta}^{*} \bar{A} Q_{s}\right\|^{2}
$$

which shows that the approximation Problem 1.3 can be changed equivalently into the following least residual problem

$$
\min _{G_{t} \in \mathbb{C}^{p} t+\beta \times q_{t}}\left\|G_{t}-P_{t+\beta}^{*} \bar{A} Q_{t}\right\|, \quad t=1,2, \ldots, k .
$$

That is,

$$
\min _{Z_{t} \in \mathbb{C}^{p} t+\beta \times q_{t}}\left\|\widetilde{G}_{t}-P_{t+\beta}^{*} \bar{A} Q_{t}+\left(I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}\right) Z_{t}\left(I_{q_{t}}-X_{t} X_{t}^{+}\right)\right\| .
$$

We can verify that $I_{p_{t+\beta}}-Y_{t+\beta}^{+} Y_{t+\beta}$ and $I_{q_{t}}-X_{t} X_{t}^{+}$satisfy the requirements in Lemma 4.1, which implies that

$$
\left(I_{t+\beta}-Y_{t+\beta}^{+} Y_{t+\beta}\right)\left(\widetilde{G}_{t}-P_{t+\beta}^{*} \bar{A} Q_{t}-Z_{t}\right)\left(I_{q_{t}}-X_{t} X_{t}^{+}\right)=0
$$

## ELA

Combining it with (3.2), we know that (4.1) holds.
For the approximation problem of $(P, Q, \alpha, \beta)$-symmetric matrices, we have the following conclusion.

Theorem 4.3. Suppose that (3.5) holds in Theorem 3.4, i.e., the solution set $\mathscr{S}_{E_{2}}$ of (1.1) is nonempty. Then, for given matrix $\bar{A} \in \mathbb{C}^{m \times n}$, the unique solution $\widehat{A}_{2} \in \mathscr{S}_{E_{2}}$ to Problem 1.2 is

$$
\begin{equation*}
\widehat{A}_{2}=\sum_{l=1}^{b} P_{l \alpha+\beta} \widehat{\mathbb{G}}_{l, \alpha} \widehat{\mathbb{W}}_{l, \alpha} \tag{4.2}
\end{equation*}
$$

$\left.\widehat{\mathbb{G}}_{l, \alpha}=\overline{\mathbb{G}}_{l, \alpha}+\left(I_{p_{l \alpha+\beta}}-\mathbb{Y}_{l \alpha+\beta}^{+} \mathbb{Y}_{l \alpha+\beta}\right)\left(\overline{\mathbb{G}}_{l, \alpha}-P_{l \alpha+\beta} \bar{A} \mathbb{V}_{l, \alpha}\right)\left(I_{\sum_{r=1}^{a}\left(q_{l+r b}\right)}\right)-\mathbb{X}_{l, \alpha} \mathbb{X}_{l, \alpha}^{+}\right)$, $\overline{\mathbb{G}}_{l, \alpha}$ as in (3.6).

Proof. We only prove (4.2). Since

$$
\mathscr{U}_{\beta, \alpha}^{*}(A-\bar{A}) \mathscr{V}_{\alpha}=\left(\begin{array}{ccc}
\mathbb{G}_{1, \alpha}-P_{\alpha+\beta}^{*} \bar{A} \mathbb{V}_{1, \alpha} & \cdots & -P_{\alpha+\beta}^{*} \bar{A} \mathbb{V}_{b, \alpha} \\
\vdots & \ddots & \vdots \\
-P_{b \alpha+\beta}^{*} \bar{A} \mathbb{V}_{1, \alpha} & \cdots & \mathbb{G}_{b, \alpha}-P_{b \alpha+\beta}^{*} \bar{A} \mathbb{V}_{b, \alpha}
\end{array}\right)
$$

then we have

$$
\|(A-\bar{A})\|^{2}=\sum_{l=1}^{b}\left\|\mathbb{G}_{l, \alpha}-P_{l \alpha+\beta}^{*} \bar{A} \mathbb{V}_{l, \alpha}\right\|^{2}+\sum_{s, l=1, s \neq l}^{k}\left\|P_{l \alpha+\beta}^{*} \bar{A} \mathbb{V}_{s, \alpha}\right\|^{2}
$$

Hence Problem 1.3 is equivalent to the least residual problem

$$
\min _{\mathbb{G}_{l, \alpha} \in \mathbb{C}^{p_{l \alpha+\beta} \times \sum_{r=1}^{a}{ }^{q_{l+r b}}}}\left\|\mathbb{G}_{l, \alpha}-P_{l \alpha+\beta}^{*} \bar{A} \mathbb{V}_{l, \alpha}\right\|, \quad t=1,2, \ldots, k .
$$

That is,

$$
\begin{aligned}
\min _{\mathbb{Z}_{l, \alpha} \in \mathbb{C}^{p_{l \alpha+\beta} \times \sum_{r=1}^{a} q_{l+r b}}} & \| \overline{\mathbb{G}}_{l, \alpha}-P_{t \alpha+\beta}^{*} \bar{A} Q_{t}+\left(I_{p_{l \alpha+\beta}}\right. \\
& \left.-\mathbb{Y}_{l \alpha+\beta}^{+} \mathbb{Y}_{l \alpha+\beta}\right) \mathcal{Z}_{l, \alpha}\left(I_{\sum_{r=1}^{a} q_{l+r b}}-\mathbb{X}_{l, \alpha} \mathbb{X}_{l, \alpha}^{+}\right) \| .
\end{aligned}
$$

By Lemma 4.1, we know that (4.2) holds.

## Remark 4.4.

- If $P$ and $Q$ are unitary, $E$ and $F$ are as in Remark 3.5, we can also obtain the optimal approximation problem of the left and right inverse eigenvalue problem for the $(P, Q, \beta)$-symmetric matrices and $(P, Q, \alpha, \beta)$-symmetric matrices from Theorem 4.2 and Theorem 4.3, respectively.

5. Conclusion. In this paper, we have obtained the solvability conditions of matrix equations (1.1) over two kinds of generalized symmetric matrices sets, that is, $(P, Q, \beta)$ - and $(P, Q, \alpha, \beta)$-symmetric matrices sets, and the general solutions of which have been represented when the solvability conditions were satisfied. Particularly, the left and right inverse eigenvalue problems for the $(P, Q, \beta)$-symmetric matrices and $(P, Q, \alpha, \beta)$-symmetric matrices were solved as special cases. Furthermore, when the $k$-involutory matrices $P$ and $Q$ were unitary, the approximation problem for some given matrix was also considered.

Acknowledgments. The authors are grateful to Prof. Bryan Shader and the referees for their helpful comments and suggestions on an earlier version of this paper.

## REFERENCES

[1] A.L. Andrew. Solution of equations involving centrosymmetric matrices. Technometrics, 15:405407, 1973.
[2] M. Arav, D. Hershkowitz, V. Mehrmann, and H. Schneider. The recursive inverse eigenvalue problem. SIAM J. Matrix Anal. Appl., 22:392-412, 2000.
[3] V. Barcilon. Sufficient conditions for the solution of the inverse problem for a vibrating beam. Inverse Probl., 3:181-193, 1987.
[4] M. Baruch. Optimization procedure to correct stiffness and flexibility matrices using vibration tests. AIA A J., 16:1208-1210, 1978.
[5] K.E. Chu. Symmetric solutions of linear matrix equations by matrix decompositions. Linear Algebra Appl., 119:35-50, 1989.
[6] H. Dai. On the symmetric solutions of linear matrix equations. Linear Algebra Appl., 131:1-7, 1990.
[7] L. Fletcher. An inverse eigenvalue problem from control theory. In Numerical Treatment of Inverse problems for Differential and Integral Equations, P. Deuflhard and E. Hairer (editors), Birkhauser, Boston, 161-170, 1983.
[8] N.J. Higham. Computing a nearest symmetric positive semidefinite matrix. Linear Algebra Appl., 103:103-118, 1988.
[9] Z.G. Jia, Q. Wang, and M.-S. Wei. Procrustes problems for $(P, Q, \eta)$-reflexive matrices. J. Comput. Appl. Math., 233:3041-3045, 2010.
[10] K.T. Joseph. Inverse eigenvalue problem in structural design. AIAA J., 30:2890-2896, 1992.
[11] C.G. Khatri and S.K. Matra. Hermitian and nonnegative definite solutions of linear matrix equations. SIAM J. Appl. Math., 31:579-585, 1976.
[12] F.L. Li, X.Y. Hu, and L. Zhang. Left and right inverse eigenpairs problem of skewcentrosymmetric matrices. Appl. Math. Comput., 177:105-110, 2006.
[13] F.L. Li, X.Y. Hu, and L. Zhang. The generalized reflexive solution for a class of matrix equations $A X=B, X C=D$. Acta Math. Sci. Ser. B Engl. Ed., 28(1):185-193, 2008.
[14] F.L. Li, X.Y. Hu, and L. Zhang. Left and right inverse eigenpairs problem of generalized centrosymmetric matrices and its optimal approximation problem. Appl. Math. Comput., 212:481-487, 2009.
[15] J.F. Li. Procrustes problems and associated approximation problems for matrices with kinvolutory symmetries. Linear Algebra Appl., 434:820-829, 2011.
[16] N. Li. A matrix inverse eigenvalue problem and its application. Linear Algebra Appl., 266:143152, 1997.
[17] N. Li and E.K-W. Chu. Designing the Hopfield neural network via pole assignment. Internat. J. Systems Sci., 25:669-681, 1994.
[18] M.L. Liang and L.F. Dai. The left and right inverse eigenvalue problems of generalized reflexive and anti-reflexive matrices. J. Comput. Appl. Math., 234:743-749, 2010.
[19] A.P. Liao, Z.Z. Bai, and Y. Lei. Best approximate solution of matrix equation $A X B+C Y D=E$. SIAM J. Matrix Anal. Appl., 27(3):675-688, 2005.
[20] Z.Y. Peng, X.Y. Hu, and L. Zhang. The reflexive and anti-reflexive solutions of the matrix equation $A X=B$. Linear Algebra Appl., 375:147-155, 2003.
[21] Y.Y. Qiu, Z.Y. Zhang, and J.F. Lu. The matrix equations $A X=B, X C=D$ with $P X=s X P$ constraint. Appl. Math. Comput., 189(2):1428-1434, 2007.
[22] W.F. Trench. Minimization problems for $(R, S)$-symmetric and ( $R, S$ )-skew symmetric matrices. Linear Algebra Appl., 389:23-31, 2004.
[23] W.F. Trench. Characterization and properties of matrices with $k$-involutory symmetries. Linear Algebra Appl., 429:2278-2290, 2008.
[24] W.F. Trench. Characterization and properties of matrices with $k$-involutory symmetries II. Linear Algebra Appl., 432:2782-2797, 2010.
[25] J.H. Wilkinson. The Algebraic Problem. Oxford University Press, Oxford, 1965.
[26] Y.X. Yuan. Least-squares solutions to the matrix equations $A X=B, X C=D$. Appl. Math. Comput., 216(10):3120-3125, 2010.
[27] J.C. Zhang, S.Z. Zhou, and X.Y. Hu. The $(P, Q)$ generalized reflexive and anti-reflexive solutions of the matrix equation $A X=B$. Appl. Math. Comput., 209:254-258, 2009.
[28] L. Zhang and D.X. Xie. A class of inverse eigenvalue problems. Acta Math. Sci. (Chinese), 13(1):94-99, 1993.


[^0]:    *Received by the editors on November 24, 2010. Accepted for publication on October 4, 2011. Handling Editor: Bryan L. Shader.
    ${ }^{\dagger}$ School of Mathematics and Statistics, Tianshui Normal University, Tianshui, Gansu 741001, P.R. China (liangml2005@163.com, dailf06@lzu.cn). Supported by the Natural Science Foundation of Education Department of Gansu Province (no. 0808-04).

