# ON CARDINALITY OF PARETO SPECTRA* 

ALBERTO SEEGER ${ }^{\dagger}$ AND JOSÉ VICENTE-PÉREZ ${ }^{\ddagger}$


#### Abstract

How many Pareto eigenvalues are there in a matrix of a prescribed order? This note provides the best lower bound that it is known up to now for the maximal number of Pareto eigenvalues in a matrix of order $n$.
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1. Introduction. Throughout this work, the space $\mathbb{R}^{n}$ is equipped with the usual inner product $\langle\cdot, \cdot\rangle$ and componentwise ordering. So, the notation $x \geq \mathbf{0}$ indicates that each component of $x$ is nonnegative. The dimension of the zero vector $\mathbf{0}$ is clear from the context. Let $\mathbb{M}_{n}$ denote the linear space of real matrices of order $n$. A real number $\lambda$ is a Pareto eigenvalue of $A \in \mathbb{M}_{n}$ if the linear complementarity system

$$
x \geq \mathbf{0}, \quad A x-\lambda x \geq \mathbf{0}, \quad\langle x, A x-\lambda x\rangle=0
$$

has a nonzero solution $x \in \mathbb{R}^{n}$. Such nonzero vector $x$ is called a Pareto eigenvector of $A$. The set of all Pareto eigenvalues, denoted by $\Pi(A)$, is called the Pareto spectrum of $A$. This terminology has been introduced in [8] and further employed in $[1,2,3,7]$. Numerical methods for computing Pareto eigenvalues can be found, for example, in $[1,5,6,7]$.

The concept of Pareto eigenvalue arises in various fields of applied mathematics.
Example 1.1. Consider an autonomous differential system of the form

$$
z(t) \geq \mathbf{0}, \quad A z(t)-\dot{z}(t) \geq \mathbf{0}, \quad\langle z(t), A z(t)-\dot{z}(t)\rangle=0
$$

A nonzero solution $z(\cdot)$ to the above system is obtained by setting $z(t)=e^{\lambda t} x$, where $\lambda$ is a Pareto eigenvalue of $A$ and $x$ is an associated Pareto eigenvector.

[^0]The theory of Pareto spectra differs substantially from the classical spectral theory, in particular, when it comes to deal with cardinality issues. For instance, a matrix of order 10 has at most 10 eigenvalues, but the matrix can have more than 1500 Pareto eigenvalues! It remains a difficult open question to determine the exact value of

$$
\pi_{n}:=\max _{A \in \mathbb{M}_{n}}|\Pi(A)|
$$

where $|S|$ denotes the cardinality of a set $S$. The number $\pi_{n}$ is called the Pareto capacity of $\mathbb{M}_{n}$. It can be verified that $\pi_{1}=1$ and $\pi_{2}=3$, but $\pi_{n}$ for $n \geq 3$ needs to be determined.

Example 1.2. A computation shows that

$$
A=\left[\begin{array}{ccc}
1 & 3 & 9 \\
-3 & 9 & 27 \\
-9 & 27 & 81
\end{array}\right]
$$

has 9 Pareto eigenvalues. Hence, $\pi_{3} \geq 9$. One knows that a matrix of order 3 cannot have 11 Pareto eigenvalues or more (see [7]), but it is not clear to us whether 10 Pareto eigenvalues is possible.

There is neither an exact nor an asymptotic formula that helps to determine $\pi_{n}$. As shown in [7], the sequence $\left\{\pi_{n}\right\}_{n \geq 1}$ is increasing and sandwiched as follows:

$$
2^{n}-1 \leq \pi_{n} \leq n\left(2^{n-1}-1\right)+1
$$

The above bounds are crude in general, and they are getting worse for larger values of $n$. The purpose of this note is to improve the lower bound on Pareto capacity $\pi_{n}$.
2. Main result. For the sake of convenience we recall a useful lemma taken from [8] in the following. The notation $A^{J}=\left[a_{i, j}\right]_{i, j \in J}$ denotes the principal submatrix of $A$ which takes entries in the rows and columns of $A$ indexed by $J$.

Lemma 2.1. The scalar $\lambda \in \mathbb{R}$ is a Pareto eigenvalue of $A \in \mathbb{M}_{n}$ if and only if there exist a nonempty set $J \subset\{1, \ldots, n\}$ and a vector $\xi \in \mathbb{R}^{|J|}$ such that

$$
\begin{align*}
A^{J} \xi & =\lambda \xi  \tag{2.1}\\
\xi_{j} & >0 \quad \text { for all } j \in J  \tag{2.2}\\
\sum_{j \in J} a_{i, j} \xi_{j} & \geq 0 \quad \text { for all } i \notin J . \tag{2.3}
\end{align*}
$$

Furthermore, a Pareto eigenvector $x$ associated to $\lambda$ is constructed by setting

$$
x_{j}= \begin{cases}\xi_{j} & \text { if } j \in J \\ 0 & \text { if } j \notin J\end{cases}
$$

Thus, in order to compute the whole Pareto spectrum of a matrix $A \in \mathbb{M}_{n}$, one must consider the $2^{n}-1$ possible ways of selecting the index set $J$. For each choice of $J$ one first solves the classical eigenvalue problem (2.1), and then checks whether or not the positivity constraint (2.2) and the binding constraint (2.3) are satisfied. The following theorem is our main result.

Theorem 2.2. For all $n \geq 2$,

$$
\begin{equation*}
3\left(2^{n-1}-1\right) \leq \pi_{n} \tag{2.4}
\end{equation*}
$$

Proof. We construct a matrix of order $n$ whose number of Pareto eigenvalues is equal to the left-hand side of (2.4). Consider the matrix

$$
A=\left[\begin{array}{ccccc}
s^{2} & s^{3} & s^{4} & s^{5} & \ldots  \tag{2.5}\\
-s^{3} & s^{4} & s^{5} & s^{6} & \ldots \\
-s^{4} & s^{5} & s^{6} & s^{7} & \ldots \\
-s^{5} & s^{6} & s^{7} & s^{8} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

whose $(i, j)$-entry is

$$
a_{i, j}= \begin{cases}-s^{i+1} & \text { if } i \geq 2, j=1 \\ s^{i+j} & \text { otherwise }\end{cases}
$$

For a reason that will be clear in a moment, we force the parameter $s \in \mathbb{R}$ to satisfy the following two properties:

$$
\begin{align*}
& s>1+\sqrt{2}  \tag{2.6}\\
& s \text { is transcendental. } \tag{2.7}
\end{align*}
$$

In order to compute the Pareto spectrum of (2.5), we work out all the choices for the index set $J=\left\{j_{1}, \ldots, j_{q}\right\}$. For convenience' sake, we split the job into several steps:

Step 1. We examine the case $1 \notin J$. This case is easier because the condition (2.3) is automatically satisfied. By proceeding as in [7, Proposition 3] we get

$$
\begin{aligned}
& \lambda^{J}:=\operatorname{tr}\left(A^{J}\right)=\sum_{j \in J} s^{2 j}, \\
& \xi^{J}:=\left(s^{j_{1}}, \ldots, s^{j_{q}}\right)^{T}
\end{aligned}
$$

as unique solution to (2.1)-(2.2). Strictly speaking, the eigenvector $\xi^{J}$ is unique only up to normalization. We deduce that $\lambda^{J}$ is a Pareto eigenvalue of $A$.

Step 2. We find the eigenvalues of $A^{J}$ when $1 \in J$. If $J=\{1\}$, then $A^{J}$ has $s^{2}$ as unique eigenvalue. This subcase is of no interest because (2.2)-(2.3) becomes infeasible. Consider then $1=j_{1}<\cdots<j_{q}$ with $q \geq 2$. We claim that $A^{J}$ has exactly two real nonzero eigenvalues. For proving this claim we expand the polynomial $p_{J}(\lambda)=\operatorname{det}\left(A^{J}-\lambda E\right)$, where $E$ denotes an identity matrix of appropriate size. The general theory of characteristic polynomials (cf. [4, Chapter 1]) asserts that

$$
\operatorname{det}(A-\lambda E)=(-1)^{n} \lambda^{n}+\sum_{r=1}^{n}(-1)^{n-r} c_{r}(A) \lambda^{n-r}
$$

with $c_{r}(A)=\sum_{|I|=r} \operatorname{det}\left(A^{I}\right)$. Applied to $A^{J}$, the above determinantal expansion becomes

$$
\operatorname{det}\left(A^{J}-\lambda E\right)=(-1)^{q} \lambda^{q}+\sum_{r=1}^{q}(-1)^{q-r} c_{r}\left(A^{J}\right) \lambda^{q-r}
$$

with

$$
\begin{equation*}
c_{r}\left(A^{J}\right)=\sum_{I \subset J,|I|=r} \operatorname{det}\left(A^{I}\right) . \tag{2.8}
\end{equation*}
$$

While writing (2.8) we use the fact that $\left(A^{J}\right)^{I}=A^{I}$ for $I \subset J$. Given the structure of (2.5), we see that $\operatorname{det}\left(A^{I}\right)=0$ if $I$ contains at least two elements from $\{2, \ldots, n\}$. Thus,

$$
\begin{aligned}
& c_{1}\left(A^{J}\right)=\operatorname{tr}\left(A^{J}\right), \\
& c_{2}\left(A^{J}\right)=\sum_{j \in J \backslash\{1\}} \operatorname{det}\left(A^{\{1, j\}}\right), \\
& c_{r}\left(A^{J}\right)=0 \quad \text { for all } r \geq 3
\end{aligned}
$$

with

$$
\operatorname{det}\left(A^{\{1, j\}}\right)=\operatorname{det}\left[\begin{array}{ll}
a_{1,1} & a_{1, j} \\
a_{j, 1} & a_{j, j}
\end{array}\right]=2 s^{2(j+1)} .
$$

We now have

$$
p_{J}(\lambda)=(-1)^{q} \lambda^{q-2} \Psi_{J}(\lambda),
$$

where

$$
\begin{align*}
\Psi_{J}(\lambda) & :=\lambda^{2}-\operatorname{tr}\left(A^{J}\right) \lambda+w^{J}  \tag{2.9}\\
w^{J} & :=\sum_{j \in J \backslash\{1\}} 2 s^{2(j+1)}=2 s^{2}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right) . \tag{2.10}
\end{align*}
$$

## ELA

The root $\lambda=0$ is thrown away because (2.1)-(2.2) becomes infeasible. The polynomial $p_{J}$ admits two other real roots, namely,

$$
\lambda_{ \pm}^{J}=\frac{\operatorname{tr}\left(A^{J}\right) \pm \sqrt{\Delta^{J}}}{2}
$$

The condition (2.6) yields $\operatorname{tr}\left(A^{J}\right)>2(2+\sqrt{2}) s^{2}$, which in turn implies the positivity of the discriminant

$$
\begin{aligned}
\Delta^{J} & =\left[\operatorname{tr}\left(A^{J}\right)\right]^{2}-4 w^{J} \\
& =\left[\operatorname{tr}\left(A^{J}\right)\right]^{2}-8 s^{2} \operatorname{tr}\left(A^{J}\right)+8 s^{4} .
\end{aligned}
$$

Step 3. We establish some useful bounds for $\lambda_{-}^{J}$ and $\lambda_{+}^{J}$. We have

$$
\Delta^{J}=\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}+s^{2}\right)^{2}-8 s^{2}\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}\right) .
$$

By expanding the square and rearranging terms, we get

$$
\Delta^{J}=\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}-s^{2}\right)^{2}-4 s^{2}\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}\right)
$$

and therefore,

$$
\sqrt{\Delta^{J}}<s^{2 j_{2}}+\cdots+s^{2 j_{q}}-s^{2}=\operatorname{tr}\left(A^{J}\right)-2 s^{2} .
$$

This leads to the following chain of strict inequalities:

$$
\begin{equation*}
s^{2}<\lambda_{-}^{J}<\lambda_{+}^{J}<\operatorname{tr}\left(A^{J}\right)-s^{2} . \tag{2.11}
\end{equation*}
$$

Step 4. We prove that $\lambda_{+}^{J}$ and $\lambda_{-}^{J}$ are Pareto eigenvalues of $A$. Consider the vectors $\xi_{-}^{J}$ and $\xi_{+}^{J}$ given by

$$
\xi_{ \pm}^{J}=\left(u_{ \pm}^{J}, s^{j_{2}-n}, s^{j_{3}-n}, \ldots, s^{j_{q}-n}\right)^{T}
$$

with

$$
u_{ \pm}^{J}=\left(\frac{\operatorname{tr}\left(A^{J}\right)-s^{2}}{\lambda_{ \pm}^{J}-s^{2}}\right) s^{1-n} .
$$

Due to (2.11), the term $u_{ \pm}^{J}$ is well defined and positive. The remaining components of $\xi_{ \pm}^{J}$ are also positive. Note that

$$
\begin{aligned}
& \left(s^{2}-\lambda_{ \pm}^{J}\right) u_{ \pm}^{J}+s^{1+j_{2}} s^{j_{2}-n}+\cdots+s^{1+j_{q}} s^{j_{q}-n} \\
& =-s^{1-n}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right)+s^{1-n}\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}\right)=0 .
\end{aligned}
$$

On the other hand, for all $i \in\left\{j_{2}, \ldots, j_{q}\right\}$, we have

$$
\begin{aligned}
\sum_{j \in J} a_{i, j}\left(\xi_{ \pm}^{J}\right)_{j} & =-s^{1+i} u_{ \pm}^{J}+s^{i+j_{2}} s^{j_{2}-n}+\cdots+s^{i+j_{q}} s^{j_{q}-n} \\
& =-s^{1+i} u_{ \pm}^{J}+s^{i-n}\left(s^{2 j_{2}}+\cdots+s^{2 j_{q}}\right) \\
& =-s^{1+i}\left(\frac{\operatorname{tr}\left(A^{J}\right)-s^{2}}{\lambda_{ \pm}^{J}-s^{2}}\right) s^{1-n}+s^{i-n}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right) \\
& =s^{i-n}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right)\left(1-\frac{s^{2}}{\lambda_{ \pm}^{J}-s^{2}}\right) \\
& =\lambda_{ \pm}^{J} s^{i-n} \\
& =\lambda_{ \pm}^{J}\left(\xi_{ \pm}^{J}\right)_{i} .
\end{aligned}
$$

The equality previous to the last one is due to the fact that

$$
\left(\lambda_{ \pm}^{J}\right)^{2}-\operatorname{tr}\left(A^{J}\right) \lambda_{ \pm}^{J}+2 s^{2}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right)=0
$$

We have shown in this way that $A^{J} \xi_{ \pm}^{J}=\lambda_{ \pm}^{J} \xi_{ \pm}^{J}$. The formula

$$
\begin{equation*}
\sum_{j \in J} a_{i, j}\left(\xi_{ \pm}^{J}\right)_{j}=\lambda_{ \pm}^{J} s^{i-n} \tag{2.12}
\end{equation*}
$$

applies also for $i \notin J$. Since the right-hand side of (2.12) is positive, the vector $\xi_{ \pm}^{J}$ satisfies the inequality (2.3). This proves that $\lambda_{+}^{J}$ and $\lambda_{-}^{J}$ are Pareto eigenvalues of $A$.

Step 5. Finally, we determine the cardinality of $\Pi(A)$. Both sets

$$
\begin{aligned}
\mathcal{J}_{1} & =\{J \subset\{1, \ldots, n\}: 1 \notin J, J \neq \emptyset\} \\
\mathcal{J}_{2} & =\{J \subset\{1, \ldots, n\}: 1 \in J,|J| \geq 2\}
\end{aligned}
$$

have the same cardinality, namely, $2^{n-1}-1$. Each $J \in \mathcal{J}_{1}$ produces exactly one Pareto eigenvalue and each $J \in \mathcal{J}_{2}$ produces exactly two Pareto eigenvalues. More precisely,

$$
\begin{equation*}
\Pi(A)=\left\{\lambda^{J}: J \in \mathcal{J}_{1}\right\} \cup\left\{\lambda_{-}^{J}: J \in \mathcal{J}_{2}\right\} \cup\left\{\lambda_{+}^{J}: J \in \mathcal{J}_{2}\right\} \tag{2.13}
\end{equation*}
$$

If all the elements on the right-hand side of (2.13) are distinct, then

$$
|\Pi(A)|=3\left(2^{n-1}-1\right)
$$

Let us examine whether there is a repetition in (2.13) or not. Take two distinct index sets $I, J \in \mathcal{J}_{1} \cup \mathcal{J}_{2}$. There are three cases for consideration. The first case occurs when $I$ and $J$ are both in $\mathcal{J}_{1}$. The situation is then as in [7, Proposition 3] and we know that $\lambda^{I} \neq \lambda^{J}$. The second case occurs when $I$ and $J$ are both in $\mathcal{J}_{2}$. We claim that

$$
\begin{equation*}
\left\{\lambda_{-}^{I}, \lambda_{+}^{I}\right\} \cap\left\{\lambda_{-}^{J}, \lambda_{+}^{J}\right\}=\emptyset \tag{2.14}
\end{equation*}
$$

We prove that the polynomials $\Psi_{I}$ and $\Psi_{J}$ do not have a common root. Recall that $\Psi_{J}$ is given by (2.9)-(2.10). The polynomial $\Psi_{I}$ is defined, of course, in a similar way. Ab absurdo, let $\Psi_{I}(\lambda)=\Psi_{J}(\lambda)=0$ for some $\lambda \in \mathbb{R}$. Then

$$
\begin{align*}
\lambda^{2}-\operatorname{tr}\left(A^{I}\right) \lambda+2 s^{2}\left(\operatorname{tr}\left(A^{I}\right)-s^{2}\right) & =0  \tag{2.15}\\
\lambda^{2}-\operatorname{tr}\left(A^{J}\right) \lambda+2 s^{2}\left(\operatorname{tr}\left(A^{J}\right)-s^{2}\right) & =0 \tag{2.16}
\end{align*}
$$

The combination of (2.15) and (2.16) leads to

$$
\lambda\left(\operatorname{tr}\left(A^{J}\right)-\operatorname{tr}\left(A^{I}\right)\right)-2 s^{2}\left(\operatorname{tr}\left(A^{J}\right)-\operatorname{tr}\left(A^{I}\right)\right)=0
$$

But $\operatorname{tr}\left(A^{J}\right)-\operatorname{tr}\left(A^{I}\right) \neq 0$ because $I \neq J$. Hence, $\lambda=2 s^{2}$. Substituting this value in (2.15) we get

$$
4 s^{4}-2 s^{2} \operatorname{tr}\left(A^{I}\right)+2 s^{2}\left(\operatorname{tr}\left(A^{I}\right)-s^{2}\right)=0
$$

This leads to $s=0$, which contradicts (2.6). The proof of (2.14) is complete. Consider now the third and last case: $I \in \mathcal{J}_{1}$ and $J \in \mathcal{J}_{2}$. We claim that

$$
\begin{equation*}
\lambda^{I} \notin\left\{\lambda_{-}^{J}, \lambda_{+}^{J}\right\} \tag{2.17}
\end{equation*}
$$

The proof of this claim requires taking a look at the Pareto eigenvalues

$$
\begin{aligned}
& \lambda^{I}(s)=\sum_{i \in I} s^{2 i} \\
& \lambda_{ \pm}^{J}(s)=\frac{1}{2} \sum_{j \in J} s^{2 j} \pm \frac{1}{2}\left[\left(\sum_{j \in J} s^{2 j}\right)^{2}-8 s^{2} \sum_{j \in J \backslash\{1\}} s^{2 j}\right]^{1 / 2}
\end{aligned}
$$

as functions of the parameter $s$. The term inside the square root is positive when $s$ ranges on the open interval $] 1+\sqrt{2}, \infty\left[\right.$. On this interval the function $\lambda_{-}^{J}(\cdot)$ is infinitely often differentiable, but it is not a polynomial. Hence, $\lambda^{I}(\cdot)$ and $\lambda_{-}^{J}(\cdot)$ are not the same function. For the same reason, the functions $\lambda^{I}(\cdot)$ and $\lambda_{+}^{J}(\cdot)$ are different. Let us put ourselves in the worst situation and suppose that

$$
\begin{equation*}
\lambda^{I}\left(s_{*}\right) \in\left\{\lambda_{-}^{J}\left(s_{*}\right), \lambda_{+}^{J}\left(s_{*}\right)\right\} \tag{2.18}
\end{equation*}
$$

for a certain $\left.s_{*} \in\right] 1+\sqrt{2}, \infty\left[\right.$. The condition (2.18) says that $\Psi_{J}\left(\lambda^{I}\left(s_{*}\right)\right)=0$. Let us examine the term $\mathcal{P}_{I, J}(s)=\Psi_{J}\left(\lambda^{I}(s)\right)$ as function of $\left.s \in\right] 1+\sqrt{2}, \infty[$. Clearly,

$$
\mathcal{P}_{I, J}(s)=\left(\sum_{i \in I} s^{2 i}\right)^{2}-\left(\sum_{j \in J} s^{2 j}\right)\left(\sum_{i \in I} s^{2 i}\right)+2 s^{2} \sum_{j \in J \backslash\{1\}} s^{2 j}
$$

is a polynomial with integer coefficients. We shall prove that $\mathcal{P}_{I, J}$ is non-constant. If $\mathcal{P}_{I, J}$ were constant, then it should be identically zero because $\mathcal{P}_{I, J}\left(s_{*}\right)=0$. Now, if $\mathcal{P}_{I, J}$ is the zero function, then

$$
\lambda^{I}(s) \in\left\{\lambda_{-}^{J}(s), \lambda_{+}^{J}(s)\right\}
$$

for all $s \in] 1+\sqrt{2}, \infty\left[\right.$. By a continuity argument, either $\lambda^{I}(\cdot)=\lambda_{-}^{J}(\cdot)$ or $\lambda^{I}(\cdot)=\lambda_{+}^{J}(\cdot)$. But we have seen already that $\lambda^{I}(\cdot) \neq \lambda_{-}^{J}(\cdot)$ and $\lambda^{I}(\cdot) \neq \lambda_{+}^{J}(\cdot)$. Summarizing, $s_{*}$ is a root of a non-constant polynomial with integer coefficients. Hence, $s_{*}$ is algebraic. Therefore, the condition (2.17) holds true under the transcendentality assumption (2.7).

Remark 2.3. If $A_{s}$ is the matrix given by (2.5), then $\left|\Pi\left(A_{s}\right)\right|=3\left(2^{n-1}-1\right)$ whenever $s \in] 1+\sqrt{2}, \infty[$ is a transcendental number. This is enough for taking care of Theorem 2.2. The same proof shows that

$$
S=\{s \in] 1+\sqrt{2}, \infty\left[:\left|\Pi\left(A_{s}\right)\right| \neq 3\left(2^{n-1}-1\right)\right\}
$$

is a finite set containing only algebraic numbers. Numerical experiments suggest that $S$ is empty, but this remains as a conjecture.

As one can see in Table 2.1, there is a large gap between the known lower and upper bounds for $\pi_{n}$. Some work needs to be done to make this gap smaller, hoping to determine the exact value of $\pi_{n}$.

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $3\left(2^{n-1}-1\right)$ | 9 | 21 | 45 | 93 | 189 | 381 | 765 | 1533 |
| $n\left(2^{n-1}-1\right)+1$ | 10 | 29 | 76 | 187 | 442 | 1017 | 2296 | 5111 |

Table 2.1
Lower and upper bounds for $\pi_{n}$.
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