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#### Abstract

In this paper, some new representations of the Moore-Penrose inverse of a complex $m \times n$ matrix of rank $r$ in terms of $(s \times t)$-constrained submatrices with $m \geq s \geq r, n \geq t \geq r$ are presented.
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1. Introduction. We adopt the following notation in this paper. The set of $m \times$ $n$ matrices with complex (respectively, real) entries is denoted by $\mathbb{C}^{m \times n}$ (respectively, $\mathbb{R}^{m \times n}$ ). The subset of $\mathbb{C}^{m \times n}$ (respectively, $\mathbb{R}^{m \times n}$ ) consisting of the rank $r$ matrices is denoted by $\mathbb{C}_{r}^{m \times n}$ (respectively, $\mathbb{R}_{r}^{m \times n}$ ). We assume throughout that $r>0$. For positive integers $r \leq l \leq m$,

$$
\begin{aligned}
& \Delta_{l, m}=\left\{\left\{i_{1}, \ldots, i_{l}\right\} \mid 1 \leq i_{1}<\cdots<i_{l} \leq m\right\} \\
& \Delta_{r, \alpha}=\left\{\left\{i_{1}^{\prime}, \ldots, i_{r}^{\prime}\right\} \subseteq\left\{i_{1}, \ldots, i_{l}\right\}=\alpha \in \Delta_{l, m} \mid i_{1} \leq i_{1}^{\prime}<\cdots<i_{r}^{\prime} \leq i_{l}\right\} .
\end{aligned}
$$

For $\alpha \in \Delta_{s, m}$, and $\beta \in \Delta_{t, n}, A_{\alpha, \beta}$ is the $s \times t$ submatrix of $A$ consisting of the rows of $A$ indexed by $\alpha$ and the columns of $A$ indexed by $\beta$, and $A_{\alpha, *}$ (respectively, $A_{*, \beta}$ ) denotes $A_{\alpha,\{1,2, \ldots, n\}}$ (respectively, $A_{\{1,2, \ldots, m\}, \beta}$ ). For $\alpha=\left\{i_{1}, \ldots, i_{s}\right\} \in \Delta_{s, m}$, $P_{\alpha}$ is the $s \times m$ matrix with 1 in positions $\left(1, i_{1}\right), \ldots,\left(s, i_{s}\right)$ and 0 elsewhere; for $\beta=\left\{j_{1}, \ldots, j_{t}\right\} \in \Delta_{t, n}, Q_{\beta}$ is the $n \times t$ matrix with 1 at positions $\left(j_{1}, 1\right), \ldots,\left(j_{t}, t\right)$ and 0 elsewhere. It is obvious that $P_{\alpha} A=A_{\alpha, *}$ and $A Q_{\beta}=A_{*, \beta}$. The conjugate transpose of $A$ is denoted by $A^{H}$, and it is clear that $A_{\alpha, \beta}^{H}=\left(A^{H}\right)_{\alpha, \beta}$. The $r$-th compound matrix of $A$ is denoted by $C_{r}(A)$. Thus, by [6], if $\operatorname{rank}(A)=r$, then

$$
\operatorname{Tr} C_{r}\left(A A^{H}\right)=\operatorname{Tr} C_{r}\left(A^{H} A\right)=\sum_{\alpha \in \Delta_{r, m}, \beta \in \Delta_{r, n}} \operatorname{det}\left(A_{\alpha, \beta}\right) \operatorname{det}\left(A_{\beta, \alpha}^{H}\right) .
$$

[^0]The Moore-Penrose inverse of $A \in \mathbb{C}^{m \times n}$ is defined as the unique $X \in \mathbb{C}^{n \times m}$ satisfying
(1.1) (1) $A X A=A$,
(2) $X A X=X$,
(3) $(A X)^{H}=A X$,
(4) $(X A)^{H}=X A$,
and is usually denoted by $X=A^{\dagger}$ (see [6]). If $A \in \mathbb{C}^{m \times n}$ and $\operatorname{rank}(A)=r>0$, then $A$ has a full-rank factorization $A=F G$, and it is a standard fact that

$$
\begin{equation*}
A^{\dagger}=G^{\dagger} F^{\dagger} \tag{1.2}
\end{equation*}
$$

Also $A_{\alpha, \beta}^{\dagger}=\left(A_{\alpha, \beta}\right)^{\dagger}$.
For $A \in \mathbb{C}^{m \times m}$, the smallest nonnegative integer $k$ such that $\operatorname{rank}\left(A^{k+1}\right)=$ $\operatorname{rank}\left(A^{k}\right)$, is called the index of $A$, and is denoted by $\operatorname{Ind}(A)=k . \operatorname{If} \operatorname{Ind}(A)=1$, then there exists a unique matrix $X \in \mathbb{C}^{m \times m}$ satisfying
(1) $A X A=A$,
(2) $X A X=X$,
(5) $A X=X A$.

Here $X=A^{\sharp}$ is called the group inverse of $A$. Furthermore, for a full-rank factorization $A=F G$ of $A, A^{\sharp}=F(G F)^{-2} G($ see [6]).

For $A \in \mathbb{C}_{r}^{m \times n}$, in [7], Berg deduced the following representation of the MoorePenrose inverse of $A$ :

$$
\begin{equation*}
A^{\dagger}=\frac{1}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} \sum_{\alpha \in \Delta_{r, m}, \beta \in \Delta_{r, n}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha} \tag{1.4}
\end{equation*}
$$

In [9], Bruening obtained the following representations of the Moore-Penrose inverse of $A$ :

$$
\begin{equation*}
A^{\dagger}=\frac{1}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} \sum_{\alpha \in \Delta_{r, m}} \operatorname{Tr} C_{r}\left(A_{*, \alpha}^{H} A_{\alpha, *}\right) A_{\alpha, *}^{\dagger} P_{\alpha} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{\dagger}=\frac{1}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} \sum_{\beta \in \Delta_{r, n}} \operatorname{Tr} C_{r}\left(A_{\beta, *}^{H} A_{*, \beta}\right) Q_{\beta} A_{*, \beta}^{\dagger} . \tag{1.6}
\end{equation*}
$$

In [10], for $A \in \mathbb{C}_{r}^{m \times m}$ with $\operatorname{Ind}(A)=1$, Cai and Chen deduced the following representation of the group inverse of $A$ :

$$
\begin{equation*}
A^{\sharp}=\frac{\sum_{\alpha \in \Delta_{r, m} \beta \in \Delta_{r, m}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha}}{\operatorname{Tr} C_{r}\left(A^{2}\right)} . \tag{1.7}
\end{equation*}
$$

A detailed discussion of generalized inverses and their representations in terms of submatrices can be found in $[2,6,10,12,14,17,18,19,20,22,23,25,26]$.

In this paper, we will deduce some new representations of the Moore-Penrose inverse of $A \in \mathbb{C}_{r}^{m \times n}$ in terms of $(s \times t)$-constrained submatrices, where $m \geq s \geq r$, $n \geq t \geq r$.
2. Preliminaries. In this section, we present some preliminary results.

Lemma 2.1. [20] Let $A \in \mathbb{C}_{r}^{m \times n}, \alpha \in \Delta_{r, m}, \beta \in \Delta_{r, n}$ with $\operatorname{rank}\left(A_{\alpha, \beta}\right)=r$, and let $P_{\alpha}$ and $Q_{\beta}$ be $r \times m$ and $n \times r$ matrices, respectively. Then

$$
\begin{equation*}
A Q_{\beta} A_{\alpha, \beta}^{-1} P_{\alpha} A=A \tag{2.1}
\end{equation*}
$$

Notice that $A=A Q_{\beta}\left(A_{\alpha, \beta}^{-1} P_{\alpha} A\right)$ is a full-rank decomposition of $A$ and

$$
A^{\dagger}=\left(P_{\alpha} A\right)^{\dagger} A_{\alpha, \beta}\left(A Q_{\beta}\right)^{\dagger}
$$

We now extend the above formula to more general forms.
Lemma 2.2. Let $A \in \mathbb{C}_{r}^{m \times n}, \alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}, m \geq s \geq r, n \geq t \geq r$ with $\operatorname{rank}\left(P_{\alpha} A Q_{\beta}\right)=r$. Then

$$
\begin{equation*}
A Q_{\beta}\left(P_{\alpha} A Q_{\beta}\right)^{\dagger} P_{\alpha} A=A \tag{2.2}
\end{equation*}
$$

Proof. Let $A=F G$ be a full-rank decomposition of $A$. Because

$$
r=\operatorname{rank}(F G)=\operatorname{rank}\left(P_{\alpha} F G Q_{\beta}\right) \leq \operatorname{rank}\left(G Q_{\beta}\right) \leq r
$$

we have that $\operatorname{rank}\left(G Q_{\beta}\right)=r$. Similarly, $\operatorname{rank}\left(P_{\alpha} F\right)=r$. Therefore $P_{\alpha} A Q_{\beta}=$ $\left(P_{\alpha} F\right)\left(G Q_{\beta}\right)$ is a full-rank decomposition of $P_{\alpha} A Q_{\beta}$. By applying (1.2), we obtain

$$
\begin{aligned}
A Q_{\beta}\left(P_{\alpha} A Q_{\beta}\right)^{\dagger} P_{\alpha} A & =F G Q_{\beta}\left(P_{\alpha} F G Q_{\beta}\right)^{\dagger} P_{\alpha} F G \\
& =F G Q_{\beta}\left(G Q_{\beta}\right)^{\dagger}\left(P_{\alpha} F\right)^{\dagger} P_{\alpha} F G \\
& =A
\end{aligned}
$$

Lemma 2.3. Let $A \in \mathbb{C}_{r}^{m \times n}, \alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}, m \geq s \geq r, n \geq t \geq r$ with $\operatorname{rank}\left(P_{\alpha} A Q_{\beta}\right)=r$. Then

$$
\begin{equation*}
A^{\dagger}=\left(P_{\alpha} A\right)^{\dagger} A_{\alpha, \beta}\left(A Q_{\beta}\right)^{\dagger} \tag{2.3}
\end{equation*}
$$

Proof. Let $A=F G$ be a full-rank decomposition of $A$. By applying Lemma 2.2 and (1.2), we obtain

$$
\begin{aligned}
\left(P_{\alpha} A\right)^{\dagger}\left(P_{\alpha} A Q_{\beta}\right)\left(A Q_{\beta}\right)^{\dagger} & =\left(P_{\alpha} F G\right)^{\dagger}\left(P_{\alpha} F G Q_{\beta}\right)\left(F G Q_{\beta}\right)^{\dagger} \\
& =G^{\dagger}\left(P_{\alpha} F\right)^{\dagger}\left(P_{\alpha} F\right)\left(G Q_{\beta}\right)\left(G Q_{\beta}\right)^{\dagger} F^{\dagger} \\
& =G^{\dagger} F^{\dagger} \\
& =A^{\dagger}
\end{aligned}
$$

## ELA

3. Representations of the Moore-Penrose inverse. In this section, we derive some new representations of the Moore-Penrose inverse of $A$.

Theorem 3.1. Let $A \in \mathbb{C}_{r}^{m \times n}, m \geq s \geq r$ and $n \geq t \geq r$. Then $A^{\dagger}$ equals

$$
\begin{equation*}
\binom{m-r}{s-r}^{-1}\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha}}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} \tag{3.1}
\end{equation*}
$$

Proof. For given $\alpha \in \Delta_{s, m}$ and $\beta \in \Delta_{t, n}$, let $r^{\prime}$ be the rank of the submatrix $A_{\alpha, \beta}$. By applying (1.4), we have

$$
\begin{equation*}
A_{\alpha, \beta}^{\dagger}=\sum_{\alpha^{\prime} \in \Delta_{r^{\prime}, \alpha}} \frac{\operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right)}{\operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right)} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}} \tag{3.2}
\end{equation*}
$$

Notice that if $r^{\prime}<r, \alpha^{\prime} \in \Delta_{r^{\prime}, \alpha}, \alpha \in \Delta_{s, m}$ and $\beta \in \Delta_{r, n}$, then $P_{\alpha^{\prime}} P_{\alpha}=P_{\alpha^{\prime}}$ and

$$
\begin{equation*}
\operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right)=0 \tag{3.3}
\end{equation*}
$$

Therefore, applying (3.2) and simplifying by (3.3) gives

$$
\begin{aligned}
& \operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha} \\
& =\operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta}\left(\sum_{\alpha^{\prime} \in \Delta_{r^{\prime}, \alpha}} \frac{\operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right)}{\operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right)} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}}\right) P_{\alpha} \\
& =\sum_{\alpha^{\prime} \in \Delta_{r^{\prime}, \alpha}} \frac{\operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right)}{\operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right)} \operatorname{Tr} C_{r^{\prime}}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}} \\
& =\sum_{\alpha^{\prime} \in \Delta_{r, \alpha}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}} .
\end{aligned}
$$

For each fixed $\alpha^{\prime} \in \Delta_{r, \alpha}$, there are $\binom{m-r}{s-r}$ choices of $s$ elements $i_{1}, \ldots, i_{s}$ of $\alpha$ from $\{1, \ldots, m\}$ such that $\alpha^{\prime} \subseteq \alpha$. Therefore,

$$
\begin{align*}
\sum_{\alpha \in \Delta_{s, m}} & \left(\sum_{\alpha^{\prime} \in \Delta_{r, \alpha}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}}\right)  \tag{3.5}\\
& =\binom{m-r}{s-r} \sum_{\alpha^{\prime} \in \Delta_{r, \alpha}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}} .
\end{align*}
$$

## ELA

Similarly, for each fixed $\alpha^{\prime} \in \Delta_{r, \alpha}$, by adopting the above formulas to $A_{\alpha^{\prime}, \beta}^{\dagger}$ and using the fact that $\operatorname{Tr} C_{r}\left(A_{\alpha^{\prime}, \beta^{\prime}} A_{\beta^{\prime}, \alpha^{\prime}}^{H}\right)=\operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right)$, we have
(3.6) $\operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}}=\sum_{\beta^{\prime} \in \Delta_{r, \beta}} \operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right) Q_{\beta^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\dagger} P_{\alpha^{\prime}}$, and

$$
\begin{align*}
\sum_{\beta \in \Delta_{t, n}} & \left(\sum_{\beta^{\prime} \in \Delta_{r, \beta}} \operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right) Q_{\beta^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\dagger} P_{\alpha^{\prime}}\right)  \tag{3.7}\\
& =\binom{n-r}{t-r} \sum_{\beta^{\prime} \in \Delta_{r, \beta}} \operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right) Q_{\beta^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\dagger} P_{\alpha^{\prime}}
\end{align*}
$$

Therefore, by combining the formulas in (3.4)-(3.7) and applying (1.4), we obtain

$$
\binom{m-r}{s-r}^{-1}\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}}\left(\operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha}\right)}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}
$$

$$
\begin{equation*}
=\binom{m-r}{s-r}^{-1}\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}}\left(\sum_{\alpha^{\prime} \in \Delta_{r, \alpha}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}}\right)}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}, \tag{3.4}
\end{equation*}
$$

$=\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha^{\prime} \in \Delta_{r, \alpha}}\left(\sum_{\beta \in \Delta_{t, n}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta}\right) Q_{\beta} A_{\alpha^{\prime}, \beta}^{\dagger} P_{\alpha^{\prime}}\right)}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}, \quad$ (by (3.5))
$=\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha^{\prime} \in \Delta_{r, \alpha}}\left(\sum_{\beta \in \Delta_{t, n}} \sum_{\beta^{\prime} \in \Delta_{r, \beta}} \operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right) Q_{\beta^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\dagger} P_{\alpha^{\prime}}\right)}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}, \quad$ (by (3.6))
$=\frac{1}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}\left(\sum_{\alpha^{\prime} \in \Delta_{r, m}, \beta^{\prime} \in \Delta_{r, n}} \operatorname{Tr} C_{r}\left(A_{\beta^{\prime}, \alpha^{\prime}}^{H} A_{\alpha^{\prime}, \beta^{\prime}}\right) Q_{\beta^{\prime}} A_{\alpha^{\prime}, \beta^{\prime}}^{\dagger} P_{\alpha^{\prime}}\right), \quad$ by (3.7))
$=A^{\dagger}$,
that is,
$A^{\dagger}=\binom{m-r}{s-r}^{-1}\binom{n-r}{t-r}^{-1} \frac{\sum_{\alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha}}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} . \quad \square$

## ELA

Example 3.2. Take

$$
A=\left[\begin{array}{ccccccc}
1 & 2 & 0 & 1 & 0 & 2 & 0 \\
0 & -2 & 0 & 1 & 0 & -1 & 0 \\
1 & 0 & 0 & 2 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 2 \\
2 & 0 & 1 & 2 & 0 & 1 & 2
\end{array}\right] \in \mathbb{R}_{3}^{5 \times 7}
$$

$s=4$ and $t=6$. Then $\operatorname{Tr} C_{r}\left(A^{H} A\right)=1632,\binom{m-r}{s-r}\binom{n-r}{t-r}=8$ and after some calculations, we have

$$
\begin{aligned}
& \sum_{\alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}} \operatorname{Tr} C_{r}\left(A_{\beta, \alpha}^{H} A_{\alpha, \beta}\right) Q_{\beta} A_{\alpha, \beta}^{\dagger} P_{\alpha} \\
&=8\left[\begin{array}{ccccc}
46 & 6 & 52 & 90 & 142 \\
236 & -324 & -88 & 36 & -52 \\
-50 & -42 & -92 & 186 & 94 \\
74 & 258 & 332 & -210 & 122 \\
0 & 0 & 0 & 0 & 0 \\
214 & -114 & 100 & -78 & 22 \\
-100 & -84 & -184 & 372 & 188
\end{array}\right],
\end{aligned}
$$

(see the appendix). Thus by (3.1),

$$
A^{\dagger}=\frac{1}{1632}\left[\begin{array}{ccccc}
46 & 6 & 52 & 90 & 142 \\
236 & -324 & -88 & 36 & -52 \\
-50 & -42 & -92 & 186 & 94 \\
74 & 258 & 332 & -210 & 122 \\
0 & 0 & 0 & 0 & 0 \\
214 & -114 & 100 & -78 & 22 \\
-100 & -84 & -184 & 372 & 188
\end{array}\right]
$$

In a similar manner, we can derive the following formulas which are generalizations of the formulas in (1.5) and (1.6).

Corollary 3.3. Let $A \in \mathbb{C}^{m \times n}$ with $\operatorname{rank}(A)=r, \alpha \in \Delta_{s, m}, \beta \in \Delta_{t, n}$, $m \geq s \geq r$ and $n \geq t \geq r$. Then

$$
\begin{aligned}
A^{\dagger} & =\binom{m-r}{s-r}^{-1} \frac{\sum_{\alpha \in \Delta_{s, m}} \operatorname{Tr} C_{r}\left(A_{*, \alpha}^{H} A_{\alpha, *}\right) A_{\alpha, *}^{\dagger} P_{\alpha}}{\operatorname{Tr} C_{r}\left(A^{H} A\right)} \\
& =\binom{n-r}{t-r}^{-1} \frac{\sum_{\beta \in \Delta_{t, n}} \operatorname{Tr} C_{r}\left(A_{\beta, *}^{H} A_{*, \beta}\right) Q_{\beta} A_{*, \beta}^{\dagger}}{\operatorname{Tr} C_{r}\left(A^{H} A\right)}
\end{aligned}
$$
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## Appendix

In Example 3.1, we have
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