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#### Abstract

Let $\mathcal{B}$ be a weighted generalized Bethe tree of $k$ levels $(k>1)$ in which $n_{j}$ is the number of vertices at the level $k-j+1(1 \leq j \leq k)$. Let $\Delta \subseteq\{1,2, \ldots, k-1\}$ and $F=\left\{\mathcal{G}_{j}: j \in \Delta\right\}$, where $\mathcal{G}_{j}$ is a prescribed weighted graph on each set of children of $\mathcal{B}$ at the level $k-j+1$. In this paper, the eigenvalues of a block symmetric tridiagonal matrix of order $n_{1}+n_{2}+\cdots+n_{k}$ are characterized as the eigenvalues of symmetric tridiagonal matrices of order $j, 1 \leq j \leq k$, easily constructed from the degrees of the vertices, the weights of the edges, and the eigenvalues of the matrices associated to the family of graphs $F$. These results are applied to characterize the eigenvalues of the Laplacian matrix, including their multiplicities, of the graph $\mathcal{B}(F)$ obtained from $\mathcal{B}$ and all the graphs in $F=\left\{\mathcal{G}_{j}: j \in \Delta\right\}$; and also of the signless Laplacian and adjacency matrices whenever the graphs of the family $F$ are regular.
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1. Introduction. Let $\mathcal{G}=(V, E)$ be a simple undirected graph with vertex set $V$ and edge set $E$. We assume that each edge $e \in E$ has a positive weight $w(e)$. Let $V=\{1,2, \ldots, n\}$. The Laplacian matrix $L(\mathcal{G})=\left(l_{i, j}\right)$, the signless Laplacian matrix $Q(\mathcal{G})=\left(q_{i, j}\right)$ and the adjacency matrix $A(\mathcal{G})=\left(a_{i, j}\right)$ of the graph $\mathcal{G}$, are the $n \times n$ matrices defined by

$$
l_{i, j}=\left\{\begin{array}{cl}
-w(e) & \text { if } i \neq j \text { and } e \text { is the edge joining } i \text { and } j \\
0 & \text { if } i \neq j \text { and } i \text { is not adjacent to } j \\
-\sum_{k \neq i} l_{i, k} & \text { if } i=j
\end{array}\right.
$$

[^0]\[

$$
\begin{aligned}
& q_{i, j}=\left\{\begin{array}{cl}
w(e) & \text { if } i \neq j \text { and } e \text { is the edge joining } i \text { and } j \\
0 & \text { if } i \neq j \text { and } i \text { is not adjacent to } j \\
\sum_{k \neq i} q_{i, k} & \text { if } i=j
\end{array},\right. \text { and } \\
& a_{i, j}=\left\{\begin{array}{cl}
w(e) & \text { if } i \neq j \text { and } e \text { is the edge joining } i \text { and } j \\
0 & \text { if } i \neq j \text { and } i \text { is not adjacent to } j \\
0 & \text { if } i=j
\end{array}\right.
\end{aligned}
$$
\]

Then $L(\mathcal{G}), Q(\mathcal{G})$ and $A(\mathcal{G})$ are real symmetric matrices. From Geršgorin's Theorem, it follows that the eigenvalues of $L(\mathcal{G})$ and $Q(\mathcal{G})$ are nonnegative real numbers. Since the sum of the entries in each row of $L(\mathcal{G})$ is 0 , then $(0, \mathbf{e})$ is an eigenpair for $L(\mathcal{G})$ where $\mathbf{e}$ is the all ones vector. Fiedler [8] proved that $\mathcal{G}$ is a connected graph if and only if the second smallest eigenvalue of $L(\mathcal{G})$ is positive. This eigenvalue, denoted by $a(\mathcal{G})$, is called the algebraic connectivity of $\mathcal{G}$. The signless Laplacian matrix has attracted the attention of several researchers. Recent papers on spectral results with this matrix are $[1,3,4,5,6]$.

If $w(e)=1$ for all $e \in E$, then $\mathcal{G}$ is an unweighted graph. In [10], some of the known results for the Laplacian matrix of an unweighted graph are given.

We recall that for a rooted graph, the level of a vertex is one more than its distance from the root vertex.

A generalized Bethe tree is a rooted tree in which vertices at the same level have the same degree. Throughout this paper, $\mathcal{B}=\mathcal{B}_{k}(d)$ is a generalized Bethe tree with $k$ levels $(k>1)$, such that $d$ is a $k$-tuple, where the $j$ th entry $d_{j}$ is the degree of the vertices at level $k-j+1$, in which the edges connecting vertices at consecutive levels have the same weight. In $\mathcal{B}$, for $1 \leq j \leq k, n_{j}$ denotes the number of vertices at the level $k-j+1$. Therefore, $d_{k}$ is the degree of the root vertex, $n_{k}=1, d_{1}=1$, and $n_{1}$ is the number of pendant vertices. We assume that for the vertex at level 1 , that is, for the root vertex, we have $d_{k}>1$.

For $1 \leq j \leq k-1, w_{j}$ is the weight of the edges connecting the vertices of $\mathcal{B}$ at the level $k-j+1$ with the vertices at the level $k-j$. Furthermore, we define

$$
\delta_{j}= \begin{cases}w_{1} & \text { if } j=1 \\ \left(d_{j}-1\right) w_{j-1}+w_{j} & \text { if } 2 \leq j \leq k-1 \\ d_{k} w_{k-1} & \text { if } j=k\end{cases}
$$

Observe that $\delta_{j}$ is the sum of the weights of the edges of $\mathcal{B}$ incident with the vertices of $\mathcal{B}$ at the level $k-j+1$ and if $w_{1}=w_{2}=\cdots=w_{k-1}=1$, then $\delta_{j}=d_{j}$ for $j=1, \ldots, k$.

Setting $m_{j}=\frac{n_{j}}{n_{j+1}}$ for $j=1, \ldots, k-1$, it follows

$$
m_{j}=d_{j+1}-1 \quad(1 \leq j \leq k-2)
$$

$$
d_{k}=n_{k-1}=m_{k-1}
$$

Consider an index subset $\Delta \subseteq\{1,2, \ldots, k-1\}$, and a family of graphs $F=$ $\left\{\mathcal{G}_{j}: j \in \Delta\right\}$, where each graph $\mathcal{G}_{j}$ has order $m_{j}, j=1, \ldots, k$. Then we define $\mathcal{B}(F)$ as the graph obtained from $\mathcal{B}$ and the graphs in $F$ identifying each set of children of $\mathcal{B}$ at level $k-j+1$, with the vertices of $\mathcal{G}_{j}$, for $j \in \Delta$. We assume that the edges of $\mathcal{G}_{j}$ have a weight $u_{j}$. Since $\mathcal{B}$ and $\mathcal{B}(F)$ have the same set of vertices, we may label the vertices of $\mathcal{B}(F)$ from the pendant vertices to the root and, in each level, from the left to the right.

Throughout this paper, we denote by $\mathcal{P}_{m}(u), \mathcal{S}_{m}(u), \mathcal{C}_{m}(u)$, and $\mathcal{K}_{m}(u)$ the path, star, cycle, and complete graph on $m$ vertices, respectively, in which all the edges have weight equal to $u$.

Example 1.1. Let $\mathcal{B}=\mathcal{B}_{4}(1,5,3,2), \Delta=\{1,3\}$ and consider the family of graphs $F=\left\{\mathcal{G}_{1}=\mathcal{S}_{4}\left(u_{1}\right), \mathcal{G}_{3}=\mathcal{P}_{2}\left(u_{3}\right)\right\}$. Then $\mathcal{B}(F)$ is the graph depicted in Figure 1.1.


Fig. 1.1. Graph $\mathcal{B}(\mathrm{F})$, with $F=\left\{\mathcal{G}_{1}=\mathcal{S}_{4}\left(u_{1}\right), \mathcal{G}_{3}=\mathcal{P}_{2}\left(u_{3}\right)\right\}$.

Observe that since $\mathcal{B}(F)$ has $k=4$ levels and $\Delta=\{1,3\}$, then for $j=1$, at level $4-1+1=4$, there are four graphs $\mathcal{G}_{1}=\mathcal{S}_{4}\left(u_{1}\right)$, each one with vertex set defined by the set of children of a vertex at level 3 and, for $j=3$, at level $4-3+1=2$, there is one graph $\mathcal{G}_{3}=\mathcal{P}_{2}\left(u_{3}\right)$ with vertex set defined by the unique set of children of the root vertex.

Throughout this text, the identity matrix of appropriate order is denoted by $I$ and $I_{m}$ denotes the identity matrix of order $m$.

We recall that the Kronecker product (cf. [13]) of two matrices $A=\left(a_{i, j}\right)$ and $B=\left(b_{i, j}\right)$ of sizes $m \times m$ and $n \times n$, respectively, is defined as the $(m n) \times(m n)$ matrix
$A \otimes B=\left(a_{i, j} B\right)$. Then, in particular, $I_{n} \otimes I_{m}=I_{n m}$.
Some basic properties of the Kronecker product are the following:

$$
(A \otimes B)^{T}=A^{T} \otimes B^{T}
$$

and

$$
(A \otimes B)(C \otimes D)=(A C \otimes B D)
$$

for matrices of appropriate sizes. Moreover, if $A$ and $B$ are invertible matrices, then

$$
(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}
$$

Furthermore, we need the following additional notation: $|A|$ denotes the determinant of the matrix $A$, when $A$ is square and, for any matrix $B, B^{T}$ denotes the transpose of $B$.

In this paper, we characterize the eigenvalues of the matrix $S=$

$$
\left.\begin{array}{ccccc}
I_{n_{2}} \otimes S_{1} & \mp I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} & & \\
\mp I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}}^{T} & \ddots & \ddots & \\
& \ddots & & \\
& & I_{n_{k-1}} \otimes S_{k-2} & \mp I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m}{ }_{k-2} & \\
& & \mp I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}}^{T} & S_{k-1} & \mp w_{k-1} \mathbf{e}_{m}{ }_{k-1} \\
& & & \mp w_{k-1} \mathbf{e}_{m_{k-1}}^{T} & \gamma_{k}
\end{array}\right]
$$

where

$$
S_{j}=\gamma_{j} I_{m_{j}}+c_{j} M_{j} \quad(1 \leq j \leq k-1)
$$

$\gamma_{j}$ and $c_{j}$ are scalars, and $M_{j}$ is a matrix on the graph $\mathcal{G}_{j}$, having $\mathbf{e}_{m_{j}}$ as one of its eigenvector, if $j \in \Delta$ and it is the zero matrix otherwise.

For instance, if

$$
L_{j}=\left\{\begin{array}{ll}
\delta_{j} I_{m_{j}}+L\left(\mathcal{G}_{j}\right) & \text { if } j \in \Delta \\
\delta_{j} I_{m_{j}} & \text { otherwise }
\end{array}, \quad j=1, \ldots, k-1\right.
$$

then, using the above mentioned labelling for the vertices, the Laplacian matrix of $\mathcal{B}(F)$ is $L(\mathcal{B}(F))=$

$$
\left[\begin{array}{ccccc}
I_{n_{2}} \otimes L_{1} & -I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} & & & \\
-I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}}^{T} & \ddots & \ddots & & \\
& \ddots & I_{n_{k-1}} \otimes L_{k-2} & -I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} & \\
& & -I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}}^{T} & L_{k-1} & -w_{k-1} \mathbf{e}_{m_{k-1}} \\
& & & -\mathbf{w}_{k-1} \mathbf{e}_{m_{k-1}}^{T} & \delta_{k}
\end{array}\right] .
$$

We prove that the eigenvalues of $S$ are the eigenvalues of a set of symmetric tridiagonal matrices of order $j, 1 \leq j \leq k$, easily constructed from the degrees of the vertices, the weights of the edges and the eigenvalues of the matrices $M_{j}$, which in some cases are very well known. Then, we apply these results to characterize the eigenvalues of the Laplacian (and also the signless Laplacian and adjacency matrices, when the graphs of the family $F$ are regular), including their multiplicities, of the graph $\mathcal{B}(F)$.

The results of this paper generalize the results of some previous works. Among them we may refer $[2,7,11]$. In [2], the authors characterize the eigenvalues of the Laplacian matrix for the unweighted case, whenever $\Delta=\{j\}$ and the graphs $\mathcal{G}_{j}$ are the paths $\mathcal{P}_{m_{j}}$. In $[7]$, the authors characterize the eigenvalues of these matrices whenever, for $j \in \Delta=\left\{1 \leq j \leq k-1: m_{j}\right.$ even $\}$, the graphs $\mathcal{G}_{j}$ are the disconnected graphs $\frac{m_{j}}{2} \mathcal{P}_{2}$, that is, $\frac{m_{j}}{2}$ copies of the path $\mathcal{P}_{2}$. In [11], the eigenvalues of the Laplacian, signless Laplacian and adjacency matrices are characterized whenever, for each $j \in \Delta$, the graphs $\mathcal{G}_{j}$ are the complete graphs $\mathcal{K}_{m_{j}}$.

Throughout the next sections, 0 denotes the all zero matrix of appropriate order and $\mathbf{e}_{m}$ is the $m$-dimensional column vector of ones. Furthermore, the scalars $c_{j}$ are such that $c_{j}=1$ if $j \in \Delta$ and $c_{j}=0$ if $j \notin \Delta$.
2. The main result. From now on, if $M_{j}$ is a matrix on the graph $\mathcal{G}_{j}$, with eigenvalues

$$
\mu_{1}\left(M_{j}\right), \ldots, \mu_{m_{j}}\left(M_{j}\right),
$$

then $\mu_{m_{j}}\left(M_{j}\right)$ is such that

$$
M_{j} \mathbf{e}_{m_{j}}=\mu_{m_{j}}\left(M_{j}\right) \mathbf{e}_{m_{j}} .
$$

Before introducing the main result of this paper, we prove the following auxiliary lemmas.

Lemma 2.1. Consider the matrix

$$
B=\beta I_{m}-c M
$$

where $\beta$ and $c$ are scalars and the matrix $M$ has the eigenvalues $\mu_{1}(M), \ldots, \mu_{m}(M)$. Then

$$
\begin{equation*}
|B|=\prod_{i=1}^{m}\left(\beta-c \mu_{i}(M)\right) . \tag{2.1}
\end{equation*}
$$

Moreover, if $\beta-c \mu_{i}(M) \neq 0$ for all $i$ and $M \mathbf{e}_{m}=\mu_{m}(M) \mathbf{e}_{m}$, then

$$
\begin{equation*}
\mathbf{e}_{m}^{T} B^{-1} \mathbf{e}_{m}=\frac{m}{\beta-c \mu_{m}(M)} . \tag{2.2}
\end{equation*}
$$

Proof. Clearly the eigenvalues of $B$ are $\beta-c \mu_{i}(M)(1 \leq i \leq m)$ and thus (2.1) follows. Since $M \mathbf{e}_{m}=\mu_{m}(M) \mathbf{e}_{m}$, then $B \mathbf{e}_{m}=\left(\beta-c \mu_{m}(M)\right) \mathbf{e}_{m}$. Therefore, assuming that these eigenvalues are nonzero, $B$ is invertible, $B^{-1} \mathbf{e}_{m}=\frac{1}{\beta-c \mu_{m}(M)} \mathbf{e}_{m}$ and (2.2) follows.

Lemma 2.2. Consider the block tridiagonal matrix $T=$

$$
\left[\begin{array}{cc}
I_{n_{2}} \otimes H_{1} & \pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} \\
\pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}}^{T} & \ddots
\end{array}\right.
$$

$$
\left.\begin{array}{ccc}
I_{n_{k-1}} \otimes H_{k-2} & \pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} & \\
\pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}}^{T} & H_{k-1} & \pm w_{k-1} \mathbf{e}_{m}{ }_{k-1} \\
& \pm w_{k-1} \mathbf{e}_{m_{k-1}}^{T} & \alpha_{k}
\end{array}\right]
$$

where, for $j=1, \ldots, k-1, H_{j}=\alpha_{j} I_{m_{j}}-c_{j} M_{j}$.
Assume

$$
\beta_{1}=\alpha_{1}
$$

and, for $j=2, \ldots, k$, assume also

$$
\beta_{j}=\alpha_{j}-\frac{w_{j-1}^{2} m_{j-1}}{\beta_{j-1}-c_{j-1} \mu_{m_{j-1}}\left(M_{j-1}\right)} .
$$

If $\beta_{j}-c_{j} \mu_{i}\left(M_{j}\right) \neq 0$ for $j=1, \ldots, k-1$ and $i=1, \ldots, m_{j}$, then

$$
\begin{equation*}
|T|=\prod_{j=1}^{k} \prod_{i=1}^{m_{j}}\left(\beta_{j}-c_{j} \mu_{i}\left(M_{j}\right)\right)^{n_{j+1}} \tag{2.3}
\end{equation*}
$$

Proof. In order to prove (2.3), we reduce $T$ to a block upper triangular matrix. We have $H_{1}=\alpha_{1} I_{m_{1}}-c_{1} M_{1}=\beta_{1} I_{m_{1}}-c_{1} M_{1} \equiv B_{1}$. From the hypothesis, it follows that $B_{1}$ is an invertible matrix. Multiplying the first row of blocks by $\pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}}^{T} B_{1}^{-1}$ and subtracting the products from the second row of blocks, we obtain $T_{2}=$

$$
\left[\begin{array}{ccccc}
I_{n_{2}} \otimes B_{1} & \pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} & & & \\
& I_{n_{3}} \otimes H_{2}-I_{n_{2}} \otimes w_{1}^{2} \mathbf{e}_{m_{1}}^{T} B_{1}^{-1} \mathbf{e}_{m_{1}} & \pm I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}} & & \\
& \pm I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}}^{T} & \ddots & \ddots & \\
& & \ddots & & \ddots \\
& & & \ddots & H_{k-1} \\
& & & & \pm w_{k-1} \mathbf{e}_{m_{k-1}}^{T}
\end{array}\right.
$$
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From Lemma 2.1, $\mathbf{e}_{m_{1}}^{T} B_{1}^{-1} \mathbf{e}_{m_{1}}=\frac{m_{1}}{\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)}$. Then

$$
\begin{aligned}
I_{n_{3}} \otimes H_{2}-I_{n_{2}} \otimes w_{1}^{2} \mathbf{e}_{m_{1}}^{T} B_{1}^{-1} \mathbf{e}_{m_{1}} & =I_{n_{3}} \otimes H_{2}-I_{n_{2}} \otimes \frac{w_{1}^{2} m_{1}}{\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)} \\
& =I_{n_{3}} \otimes H_{2}-\frac{w_{1}^{2} m_{1}}{\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)} I_{n_{3}} \otimes I_{m_{2}} \\
& =I_{n_{3}} \otimes\left(H_{2}-\frac{w_{1}^{2} m_{1}}{\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)} I_{m_{2}}\right) \\
& =I_{n_{3}} \otimes\left(\left(\alpha_{2}-\frac{w_{1}^{2} m_{1}}{\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)}\right) I_{m_{2}}-c_{2} M_{2}\right) \\
& =I_{n_{3}} \otimes\left(\beta_{2} I_{m_{2}}-c_{2} M_{2}\right) .
\end{aligned}
$$

If $B_{2}=\beta_{2} I_{m_{2}}-c_{2} M_{2}$, then $|T|=\left|T_{2}\right|=$

$$
\begin{array}{ccc}
I_{n_{2}} \otimes B_{1} & \pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} & \\
I_{n_{3}} \otimes B_{2} & \pm I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}} \\
& & \ddots I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}}^{T}
\end{array}
$$

$$
\begin{array}{ccc}
I_{n_{k-1}} \otimes H_{k-2} & \pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} & \\
\pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}}^{T} & H_{k-1} & \pm w_{k-1} \mathbf{e}_{m_{k-1}} \\
& \pm w_{k-1} \mathbf{e}_{m_{k-1}}^{T} & \alpha_{k}
\end{array}
$$

From the hypothesis, the matrix $B_{2}$ is invertible and thus we may continue with this procedure. Just before the last step, we obtain $|T|=\left|T_{k-1}\right|=$

$$
\begin{array}{|ccccc}
I_{n_{2}} \otimes B_{1} & \pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} \\
I_{n_{3}} \otimes B_{2} & \pm I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}} & & \\
& 0 & \ddots & \ddots & \\
& & \ddots & & \\
& & \ddots & I_{n_{k-1}} \otimes B_{k-2} & \pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} \\
& & 0 & B_{k-1} & \pm w_{k-1} \mathbf{e}_{m_{k-1}} \\
& & & & w_{k-1} \mathbf{e}_{m_{k-1}}^{T}
\end{array}
$$

where $B_{j}=\beta_{j} I_{m_{j}}-c_{j} M_{j}, j=1, \ldots, k-1$. Finally, the procedure gives $|T|=$

$$
\left\lvert\, \begin{array}{cccccc}
I_{n_{2}} \otimes B_{1} & \pm I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} \\
I_{n_{3}} \otimes B_{2} & \pm I_{n_{3}} \otimes w_{2} \mathbf{e}_{m_{2}} & & \\
& & \ddots & \ddots & \\
& 0 & \ddots & \ddots & & \\
& & I_{n k-1} \otimes_{k-2} B_{k-2} & \pm I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} & \\
& & 0 & B_{k-1} & \pm w_{k-1} \mathbf{e}_{m_{k-1}} \\
& & & 0 & \beta_{k}
\end{array}\right.
$$

with $\beta_{k}=\alpha_{k}-\frac{w_{k-1}^{2} m_{k-1}}{\beta_{k-1}-c_{k-1} \mu_{m_{k-1}}\left(M_{k-1}\right)}$. Hence,

$$
\begin{equation*}
|T|=\beta_{k} \prod_{j=1}^{k-1}\left|B_{j}\right|^{n_{j+1}} \tag{2.4}
\end{equation*}
$$
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From Lemma 2.1

$$
\left|B_{j}\right|=\prod_{i=1}^{m_{j}}\left(\beta_{j}-c_{j} \mu_{i}\left(M_{j}\right)\right) .
$$

Replacing in (2.4), we obtain (2.3).
Definition 2.3. The polynomials $D_{j}(\lambda), j=1, \ldots, k$ are defined as follows:

$$
D_{0}(\lambda)=1,
$$

$$
D_{1}(\lambda)=\lambda-\gamma_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right),
$$

$$
D_{j}(\lambda)=\left(\lambda-\gamma_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right)\right) D_{j-1}(\lambda)-w_{j-1}^{2} m_{j-1} D_{j-2}(\lambda)
$$

for $j=2, \ldots, k-1$, and

$$
D_{k}(\lambda)=\left(\lambda-\gamma_{k}\right) D_{k-1}(\lambda)-w_{k-1}^{2} m_{k-1} D_{k-2}(\lambda)
$$

For brevity, we write $D_{j}$ instead of $D_{j}(\lambda)$.
Lemma 2.4. If $\alpha_{j}=\lambda-\gamma_{j}$, for $j=1, \ldots, k$, then for all $\lambda \in \mathbb{R}$ such that $D_{j}(\lambda) \neq 0$, for $j=1, \ldots, k-1$, the quantities $\beta_{j}$ defined in Lemma 2.2 satisfy

$$
\begin{equation*}
\beta_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right)=\frac{D_{j}}{D_{j-1}} \tag{2.5}
\end{equation*}
$$

for $j=1, \ldots, k$.
Proof. We prove (2.5) by induction on $j$, taking into account that for $j=1$,

$$
\begin{aligned}
\beta_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right) & =\alpha_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right)=\lambda-\gamma_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right) \\
& =D_{1}=\frac{D_{1}}{D_{0}}
\end{aligned}
$$

Suppose that (2.5) is true for $j-1$, with $2 \leq j \leq k$. Then

$$
\begin{aligned}
\beta_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right) & =\alpha_{j}-\frac{w_{j-1}^{2} m_{j-1}}{\beta_{j-1}-c_{j-1} \mu_{m_{j-1}}\left(M_{j-1}\right)}-c_{j} \mu_{m_{j}}\left(M_{j}\right) \\
& =\lambda-\gamma_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right)-\frac{w_{j-1}^{2} m_{j-1}}{\frac{D_{j-1}}{D_{j-2}}} \\
& =\frac{\left(\lambda-\gamma_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right)\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2}}{D_{j-1}}=\frac{D_{j}}{D_{j-1}} .
\end{aligned}
$$

## ELA
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For convenience, from now on, let us define the index set

$$
\Omega=\left\{j: 1 \leq j \leq k-1, n_{j}>n_{j+1}\right\}
$$

ThEOREM 2.5. The characteristic polynomial of the matrix $S$ is

$$
\begin{aligned}
|\lambda I-S|=D_{k} & \prod_{j \in \Omega-\Delta}\left(\left(\lambda-\gamma_{j}\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2}\right)^{n_{j}-n_{j+1}} \\
& \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(\left(\lambda-\gamma_{j}-\mu_{i}\left(M_{j}\right)\right) D_{j-1}(\lambda)-w_{j-1}^{2} m_{j-1} D_{j-2}(\lambda)\right)^{n_{j+1}}
\end{aligned}
$$

where $m_{0}=0$ and $D_{-1}(\lambda)$ is any constant (since it appears multiplied by $m_{0}$ ).
Proof. Let $\lambda \in \mathbb{R}$ such that $D_{j}(\lambda) \neq 0$ for $j=1,2, \ldots, k-1$. Applying Lemma 2.2 to the matrix $T=\lambda I-S$, we have

$$
|\lambda I-S|=\beta_{k} \prod_{j=1}^{k-1} \prod_{i=1}^{m_{j}}\left(\beta_{j}-c_{j} \mu_{i}\left(M_{j}\right)\right)^{n_{j+1}}
$$

Replacing (2.5) into (2.3), it follows $|\lambda I-S|=$

$$
\begin{aligned}
& =\beta_{k} \prod_{j=1}^{k-1}\left(\beta_{j}-c_{j} \mu_{m_{j}}\left(M_{j}\right)\right)^{n_{j+1}} \prod_{i=1}^{m_{j}-1}\left(\beta_{j}-c_{j} \mu_{i}\left(M_{j}\right)\right)^{n_{j+1}} \\
& =\frac{D_{k}}{D_{k-1}} \prod_{j=1}^{k-1} \frac{D_{j}^{n_{j+1}}}{D_{j-1}^{n_{j+1}}} \prod_{i=1}^{m_{j}-1}\left(\frac{D_{j}}{D_{j-1}}+c_{j} \mu_{m_{j}}\left(M_{j}\right)-c_{j} \mu_{i}\left(M_{j}\right)\right)^{n_{j+1}} \\
& =\frac{D_{k}}{D_{k-1}} \prod_{j=1}^{k-1} \frac{D_{j}^{n_{j+1}}}{D_{j-1}^{n_{j+1}}} \prod_{i=1}^{m_{j}-1}\left(\frac{D_{j}-c_{j} \mu_{i}\left(M_{j}\right) D_{j-1}+c_{j} \mu_{m_{j}}\left(M_{j}\right) D_{j-1}}{D_{j-1}}\right)^{n_{j+1}} \\
& =\frac{D_{k}}{D_{k-1}} \prod_{j=1}^{k-1} \frac{D_{j}^{n_{j+1}}}{D_{j-1}^{n_{j+1}}} \frac{1}{D_{j-1}^{\left(m_{j}-1\right) n_{j+1}}} \prod_{i=1}^{m_{j}-1}\left(D_{j}-c_{j} \mu_{i}\left(M_{j}\right) D_{j-1}+c_{j} \mu_{m_{j}}\left(M_{j}\right) D_{j-1}\right)^{n_{j+1}} \\
& =\frac{D_{k}}{D_{k-1}} \prod_{j=1}^{k-1} \frac{D_{j}^{n_{j+1}}}{D_{j-1}^{n_{j}}} \prod_{i=1}^{m_{j}-1}\left(D_{j}-c_{j} \mu_{i}\left(M_{j}\right) D_{j-1}+c_{j} \mu_{m_{j}}\left(M_{j}\right) D_{j-1}\right)^{n_{j+1}} \\
& =\frac{D_{k}}{D_{k-1}} \prod_{j=1}^{k-1} \frac{D_{j}^{n_{j+1}}}{D_{j-1}^{n_{j}}} \prod_{i=1}^{m_{j}-1}\left(\left(\lambda-\gamma_{j}-c_{j} \mu_{i}\left(M_{j}\right)\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2}\right)^{n_{j+1}} \\
& =D_{k} \prod_{j \in \Omega-\Delta}\left(\left(\lambda-\gamma_{j}\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2}\right)^{n_{j}-n_{j+1}}
\end{aligned}
$$

$$
\prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(\left(\lambda-\gamma_{j}-\mu_{i}\left(M_{j}\right)\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2}\right)^{n_{j+1}}
$$

Then, the result is proven for all $\lambda \in \mathbb{R}$ such that $D_{j}(\lambda) \neq 0$, with $j=1, \ldots, k-1$. Now, we consider $\lambda_{0} \in \mathbb{R}$ such that $D_{s}\left(\lambda_{0}\right)=0$ for some $s \in\{1, \ldots, k-1\}$. Since the zeros of any nonzero polynomial are isolated, there exists a neighborhood $N\left(\lambda_{0}\right)$ of $\lambda_{0}$ such that $D_{j}(\lambda) \neq 0$ for all $\lambda \in N\left(\lambda_{0}\right)-\left\{\lambda_{0}\right\}$ and for all $j=1, \ldots, k-1$. Hence, the obtained expression for the characteristic polynomial of $S$ holds for all $\lambda \in N\left(\lambda_{0}\right)-\left\{\lambda_{0}\right\}$. By continuity, taking the limit as $\lambda$ tends to $\lambda_{0}$, we may conclude that this expression is valid for all $\lambda \in \mathbb{R}$.

Definition 2.6. For $j=1, \ldots, k$, let $X_{j}$ be the $j \times j$ leading principal submatrix of the $k \times k$ symmetric tridiagonal matrix $X_{k}=$

$$
\left[\begin{array}{cccc}
\gamma_{1}+c_{1} \mu_{m_{1}}\left(M_{1}\right) & w_{1} \sqrt{m_{1}} & & \\
w_{1} \sqrt{m_{1}} & \gamma_{2}+c_{2} \mu_{m_{2}}\left(M_{2}\right) & \ddots & \\
& \ddots & \ddots & \\
& & w_{k-2 \sqrt{m_{k-2}}} & \gamma_{k-1}+c_{k-1} c_{k-1}^{\mu_{m} m_{k-1}}\left(M_{k-1}\right)
\end{array} w_{k-1 \sqrt{m_{k-1}}}^{\gamma_{k}}\right)
$$

At this point, we recall the well known fact (cf. [12, page 229]) that the characteristic polynomials $T_{j}(\lambda)$ of the $j \times j$ leading principal submatrix of the $k \times k$ symmetric tridiagonal matrix

$$
\left[\begin{array}{ccccc}
a_{1} & b_{1} & & & \\
b_{1} & a_{2} & b_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & a_{k-1} & b_{k-1} \\
& & & b_{k-1} & a_{k}
\end{array}\right]
$$

satisfy the three-term recursion formula

$$
\begin{equation*}
T_{j}(\lambda)=\left(\lambda-a_{j}\right) T_{j-1}(\lambda)-b_{j-1}^{2} T_{j-2}(\lambda) \tag{2.6}
\end{equation*}
$$

with $T_{0}(\lambda)=1$ and $T_{1}(\lambda)=\lambda-a_{1}$.
The next lemma gives the relationship between the polynomials $D_{j}$ and the matrices $X_{j}$.

Lemma 2.7. For $j=1, \ldots, k$,

$$
\begin{equation*}
\left|\lambda I-X_{j}\right|=D_{j}(\lambda) \tag{2.7}
\end{equation*}
$$

where the polynomial $D_{j}(\lambda)$ is as in Definition 2.6.
Proof. Taking into account that

$$
\left|\lambda I-X_{1}\right|=\lambda-\gamma_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right) \gamma_{1}=D_{1}(\lambda),
$$

let us prove the equality (2.7) by induction, assuming its validity when the index is less than $j$, with $2 \leq j \leq k$. In fact,

$$
\begin{aligned}
& \left|\lambda I-X_{j}\right| \\
= & \left\lvert\, \begin{array}{ccc}
\lambda-\gamma_{1}-c_{1} \mu_{m_{1}}\left(M_{1}\right) & -w_{1} \sqrt{m_{1}} & \\
-w_{1} \sqrt{m_{1}} & \lambda-\gamma_{2}-c_{2} \mu_{m_{2}}\left(M_{2}\right) & \ddots
\end{array}\right. \\
\ddots & \ddots
\end{aligned}
$$

From Lemma 2.7, we are able to determine the polynomials $D_{j}$, with $j \in \Omega-\Delta$, which appear in Theorem 2.5. Now, for $j \in \Delta$ and $1 \leq i \leq m_{j}-1$, we consider the polynomials

$$
\begin{equation*}
D_{j, i}(\lambda)=\left(\lambda-\gamma_{j}-\mu_{i}\left(M_{j}\right)\right) D_{j-1}-w_{j-1}^{2} m_{j-1} D_{j-2} \tag{2.8}
\end{equation*}
$$

where $m_{0}=0$ and $D_{-1}$ is an arbitrary constant. These polynomials are also factors of the characteristic polynomial of the matrix $S$, as it is stated by Theorem 2.5.

Definition 2.8. For $j \in \Delta$ and $i=1, \ldots, m_{j}-1$, let $X_{j, i}=$

$$
\left[\begin{array}{ccccc}
\gamma_{1}+c_{1} \mu_{m_{1}}\left(M_{1}\right) & w_{1} \sqrt{m_{1}} & & & \\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & & \\
& \ddots & \ddots & w_{j-2} \sqrt{m_{j-2}} & \\
& & w_{j-2} \sqrt{m_{j-2}} & \gamma_{j-1}+c_{j-1} \mu_{m_{j-1}}\left(M_{j-1}\right) & w_{j-1} \sqrt{m_{j-1}} \\
& & & w_{j-1 \sqrt{m_{j-1}}} & \gamma_{j}+\mu_{i}\left(M_{j}\right)
\end{array}\right]
$$

The next lemma gives the relationship between the polynomials $D_{j, i}$ and the matrices $X_{j, i}$.

Lemma 2.9. For $j=1, \ldots, k-1$ and $i=1, \ldots, m_{j}-1$

$$
\left|\lambda I-X_{j, i}\right|=D_{j, i}(\lambda)
$$

where the polynomials $D_{j, i}(\lambda)$ are defined in (2.8).
Proof. Taking into account (2.6), the proof is similar to the proof of Lemma 2.7.
From Theorem 2.5 and Lemmas 2.7 and 2.9, we get the main result of this paper.
Theorem 2.10. Consider the $j \times j$ leading principal submatrices $X_{j}$ of the matrix $X_{k}$ in (2.6) and the matrices $X_{j, i}$, according to Definition 2.8, for $j=1, \ldots, k-1$
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and $i=1, \ldots, m_{j}-1$. Then

$$
\sigma(S)=\sigma\left(X_{k}\right) \cup\left(\cup_{j \in \Omega-\Delta} \sigma\left(X_{j}\right)^{n_{j}-n_{j+1}}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(X_{j, i}\right)^{n_{j+1}}\right)
$$

where $\sigma\left(X_{j}\right)^{n_{j}-n_{j+1}}$ and $\sigma\left(X_{j, i}\right)^{n_{j+1}}$ mean that each eigenvalue in $\sigma\left(X_{j}\right)$ and in $\sigma\left(X_{j, i}\right)$ must be considered with multiplicity $n_{j}-n_{j+1}$ and $n_{j+1}$, respectively. Furthermore, the multiplicities of equal eigenvalues obtained in different matrices (if any), must be added.

Notice that the symmetric tridiagonal matrices with nonzero co-diagonal entries, which are the case of the matrices $X_{k}, X_{j}$ and $X_{j, i}$, have simple eigenvalues [9].
3. The Laplacian eigenvalues of $\mathcal{B}(\boldsymbol{F})$. Throughout this section, for each $j$, the Laplacian eigenvalues of $\mathcal{G}_{j}$ are denoted by

$$
l_{1}\left(\mathcal{G}_{j}\right), l_{2}\left(\mathcal{G}_{j}\right), \ldots, l_{m_{j}-1}\left(\mathcal{G}_{j}\right), l_{m_{j}}\left(\mathcal{G}_{j}\right)=0
$$

Corollary 3.1. If $\mathcal{B}$ is a generalized Bethe tree with $k$ levels and $\mathrm{F}=\left\{\mathcal{G}_{j}: j \in\right.$ $\Delta\}$ is a family of graphs $\mathcal{G}_{j}$ of order $m_{j}$ with indices in a subset of levels $\Delta$, then the spectrum of $L(\mathcal{B}(\mathrm{~F}))$ is

$$
\sigma(L(\mathcal{B}(\mathrm{~F})))=\sigma\left(U_{k}\right) \cup\left(\cup_{j \in \Omega-\Delta} \sigma\left(U_{j}\right)\right)^{n_{j}-n_{j+1}} \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(U_{j, i}\right)^{n_{j+1}}\right)
$$

where, for $j=1, \ldots, k-1, U_{j}$ is the $j \times j$ leading principal submatrix of the matrix

$$
U_{k}=\left[\begin{array}{ccccc}
\delta_{1} & w_{1} \sqrt{m_{1}} & & &  \tag{3.1}\\
w_{1} \sqrt{m_{1}} & \delta_{2} & \ddots & & \\
& \ddots & \ddots & w_{k-2} \sqrt{m_{k-2}} & \\
& & w_{k-2} \sqrt{m_{k-2}} & \delta_{k-1} & w_{k-1} \sqrt{m_{k-1}} \\
& & & w_{k-1} \sqrt{m_{k-1}} & \delta_{k}
\end{array}\right]
$$

and

$$
U_{j, i}=\left[\begin{array}{ccccc}
\delta_{1} & w_{1} \sqrt{m_{1}} & & &  \tag{3.2}\\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & & \\
& \ddots & \ddots & w_{j-2} \sqrt{m_{j-2}} & \\
& & w_{j-2} \sqrt{m_{j-2}} & \delta_{j-1} & w_{j-1} \sqrt{m_{j-1}} \\
& & & w_{j-1 \sqrt{m_{j-1}}} & \delta_{j}+l_{i}\left(\mathcal{G}_{j}\right)
\end{array}\right]
$$

The multiplicities of the eigenvalues of $L(\mathcal{B}(\mathrm{~F}))$ must be considered as in Theorem 2.10.

Proof. The Laplacian matrix of $\mathcal{B}(F)$ is the matrix $S$, with $\gamma_{j}=\delta_{j}(1 \leq j \leq k)$,

$$
S_{j}= \begin{cases}\delta_{j} I_{m_{j}}+L\left(\mathcal{G}_{j}\right) & \text { if } j \in \Delta \\ \delta_{j} I_{m_{j}} & \text { otherwise }\end{cases}
$$

and $L\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=\mathbf{0}=0 \mathbf{e}_{m_{j}}$. Then, the spectrum of $L(\mathcal{B}(F))$ is given by Theorem 2.10, replacing the matrices $X_{k}, X_{j}$, and $X_{i, j}$ by the matrices $U_{k}, U_{j}$, and $U_{j, i}$, respectively.

We recall that $\mathcal{P}_{m}(u), \mathcal{S}_{m}(u), \mathcal{C}_{m}(u)$, and $\mathcal{K}_{m}(u)$ are the path, star, cycle, and complete graph on $m$ vertices, respectively, where the edges have weight equal to $u$. The Laplacian eigenvalues of these graphs are:

## Laplacian eigenvalues

$$
\begin{array}{rc}
\mathcal{P}_{m}(u): & u\left(2+2 \cos \frac{\pi i}{m}\right), 1 \leq i \leq m \\
\mathcal{S}_{m}(u): & u m, u, \ldots, u, 0 \\
\mathcal{C}_{m}(u): & u\left(2-2 \cos \frac{2 \pi i}{m}\right), 1 \leq i \leq m \\
\mathcal{K}_{m}(u): & u m, \ldots, u m, 0
\end{array}
$$

Example 3.2. For the graph $\mathcal{B}(F)$ depicted in Figure 1.1, we have $k=4$, $d_{1}=1, d_{2}=5, d_{3}=3, d_{4}=2, n_{1}=16, n_{2}=4, n_{3}=2, n_{4}=1$, and $\Omega=\{1,2,3\}$. Moreover, $\Delta=\{1,3\}, m_{1}=4, m_{2}=2, m_{3}=2, \mathcal{G}_{1}=\mathcal{S}_{4}\left(u_{1}\right)$, and $\mathcal{G}_{3}=\mathcal{P}_{2}\left(u_{3}\right)$. We have $l_{1}\left(\mathcal{G}_{1}\right)=4 u_{1}, l_{2}\left(\mathcal{G}_{1}\right)=l_{3}\left(\mathcal{G}_{1}\right)=u_{1}$, and $l_{1}\left(\mathcal{G}_{3}\right)=2 u_{3}$. From Corollary 3.1,

$$
\sigma(L(\mathcal{B}(F)))=\sigma\left(U_{4}\right) \cup \sigma\left(U_{2}\right)^{4-2} \cup \sigma\left(U_{1,1}\right)^{4} \cup \sigma\left(U_{1,2}\right)^{4} \cup \sigma\left(U_{1,3}\right)^{4} \cup \sigma\left(U_{3,1}\right)^{1}
$$

where

$$
\begin{gathered}
U_{4}=\left[\begin{array}{ccc}
w_{1} & 2 w_{1} & \\
2 w_{1} & 4 w_{1}+w_{2} & \sqrt{2} w_{2} \\
& \sqrt{2} w_{2} & 2 w_{2}+w_{3} \\
& \sqrt{2} w_{3} \\
& \sqrt{2} w_{3} & 2 w_{3}
\end{array}\right] \\
U_{2}=\left[\begin{array}{cc}
w_{1} & 2 w_{1} \\
2 w_{1} & 4 w_{1}+w_{2}
\end{array}\right] \\
U_{1,1}=\left[w_{1}+l_{1}\left(\mathcal{G}_{1}\right)\right]=\left[w_{1}+4 u_{1}\right] \\
U_{1,2}=\left[w_{1}+l_{2}\left(\mathcal{G}_{1}\right)\right]=\left[w_{1}+u_{1}\right]=U_{1,3}=\left[1+l_{3}\left(\mathcal{G}_{1}\right)\right]
\end{gathered}
$$

and

$$
\begin{aligned}
U_{3,1} & =\left[\begin{array}{ccc}
w_{1} & 2 w_{1} & \\
2 w_{1} & 4 w_{1}+w_{2} & \sqrt{2} w_{2} \\
& \sqrt{2} w_{2} & 2 w_{2}+w_{3}+l_{1}\left(\mathcal{G}_{3}\right)
\end{array}\right] \\
& =\left[\begin{array}{ccc}
w_{1} & 2 w_{1} & \\
2 w_{1} & 4 w_{1}+w_{2} & \sqrt{2} w_{2} \\
& \sqrt{2} w_{2} & 2 w_{2}+w_{3}+2 u_{3}
\end{array}\right]
\end{aligned}
$$
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If $w_{1}=2, w_{2}=2.5, w_{3}=3, u_{1}=1.5$, and $u_{3}=2$, then the eigenvalues of $L(\mathcal{B}(F))$, with four decimal places, are:

|  |  |  |  |  | multiplicity <br> $n_{2}-n_{3}=2$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| $U_{2}:$ | 0.4137 | 12.0863 |  | 14.5697 | 1 |
| $U_{4}:$ | 0 | 2.5150 | 9.4153 |  |  |
| $U_{1,1}:$ | 8 |  |  |  | $n_{2}=4$ |
| $U_{1,2}:$ | 3.5 |  |  |  | $n_{2}=4$ |
| $U_{1,3}:$ | 3.5 |  |  |  | $n_{2}=4$ |
| $U_{3,1}:$ | 0.2568 | 8.8567 | 15.3864 |  | $n_{4}=1$ |

4. The eigenvalues of the signless Laplacian and adjacency matrices of $\mathcal{B}(\boldsymbol{F})$. If every vertex of $\mathcal{G}$ has degree $r$, then $\mathcal{G}$ is called a regular graph of degree $r$. Throughout this section, we consider a generalized Bethe tree $\mathcal{B}$ with $k$ levels and a family of graphs $F=\left\{\mathcal{G}_{j}: j \in \Delta\right\}$ and then we apply Theorem 2.10 to find the eigenvalues of $Q(\mathcal{B}(F))$ and $A(\mathcal{B}(F))$, whenever $\mathcal{G}_{j}$ is a regular graph of order $m_{j}$, with $j \in \Delta$.

For $j \in \Delta$, we assume that $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$ and order $m_{j}$.
Example 4.1. The graph depicted in Figure 4.1 is the graph $\mathcal{B}(F)$, with $F=$ $\left\{\mathcal{G}_{1}=2 \mathcal{P}_{2}\left(u_{1}\right), \mathcal{G}_{4}=\mathcal{C}_{3}\left(u_{3}\right)\right\}$.


FIG. 4.1. The graph $\mathcal{B}(\mathrm{F})$, with $\mathrm{F}=\left\{\mathcal{G}_{1}=2 \mathcal{P}_{2}\left(u_{1}\right), \mathcal{G}_{4}=\mathcal{C}_{3}\left(u_{3}\right)\right\}$.

Using the labelling for the vertices of $\mathcal{B}(F)$ as in the graph of Figure 1.1, that is, from the pendant vertices to the root and, in each level, from the left to the right,
the signless Laplacian and adjacency matrices of $\mathcal{B}(F)$ are

$$
Q(\mathcal{B}(F))=\left[\begin{array}{ccccc}
I_{n_{2}} \otimes Q_{1} & I_{n_{2}} \otimes \mathbf{e}_{m_{1}} & & & \\
I_{n_{2}} \otimes \mathbf{e}_{m_{1}}^{T} & \ddots & \ddots & & \\
& \ddots & I_{n_{k-1}} \otimes Q_{k-2} & I_{n_{k-1}} \otimes \mathbf{e}_{m_{k-2}} & \\
& & I_{n_{k-1}} \otimes \mathbf{e}_{m_{k-2}}^{T} & Q_{k-1} & \mathbf{e}_{m_{k-1}} \\
& & & \mathbf{e}_{m_{k-1}}^{T} & \delta_{k}
\end{array}\right]
$$

where $Q_{j}=\left\{\begin{array}{ll}\delta_{j} I_{m_{j}}+Q\left(\mathcal{G}_{j}\right) & \text { if } j \in \Delta \\ \delta_{j} I_{m_{j}} & \text { otherwise }\end{array}\right.$, and

$$
A(\mathcal{B}(F))=\left[\begin{array}{ccccc}
I_{n_{2}} \otimes A_{1} & I_{n_{2}} \otimes \mathbf{e}_{m_{1}} & & & \\
I_{n_{2}} \otimes \mathbf{e}_{m_{1}}^{T} & \ddots & \ddots & & \\
& \ddots & I_{n_{k-1}} \otimes A_{k-2} & I_{n_{k-1}} \otimes \mathbf{e}_{m_{k-2}} & \\
& & I_{n_{k-1}} \otimes \mathbf{e}_{m_{k-2}}^{T} & A_{k-1} & \mathbf{e}_{m_{k-1}} \\
& & & \mathbf{e}_{m_{k-1}}^{T} & 0
\end{array}\right]
$$

where $A_{j}=\left\{\begin{array}{ll}A\left(\mathcal{G}_{j}\right) & \text { if } j \in \Delta \\ 0 & \text { otherwise }\end{array}\right.$.
Let us consider a regular graph $\mathcal{G}$ of degree $r$ and order $m$, and let us denote its signless Laplacian eigenvalues by

$$
q_{1}(\mathcal{G}), q_{2}(\mathcal{G}), \ldots, q_{m-1}(\mathcal{G}), q_{m}(\mathcal{G})
$$

and its adjacency eigenvalues by

$$
\lambda_{1}(\mathcal{G}), \lambda_{2}(\mathcal{G}), \ldots, \lambda_{m-1}(\mathcal{G}), \lambda_{m}(\mathcal{G})
$$

Assuming that the edges of $\mathcal{G}$ have a weight equal to $u$, then

$$
Q(\mathcal{G}) \mathbf{e}_{m}=2 r u \mathbf{e}_{m} \text { and } A(\mathcal{G}) \mathbf{e}_{m}=r u \mathbf{e}_{m},
$$

and we may write $\lambda_{m}(\mathcal{G})=r u$ and $q_{m}(\mathcal{G})=2 r u$.
Corollary 4.2. If, for each $j \in \Delta$, the graph $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$, then the spectrum of $Q(\mathcal{B}(\mathrm{~F}))$ is

$$
\sigma(Q(\mathcal{B}(\mathrm{~F})))=\sigma\left(V_{k}\right) \cup\left(\cup_{j \in \Omega-\Delta} \sigma\left(V_{j}\right)^{n_{j}-n_{j+1}}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(V_{j, i}\right)^{n_{j+1}}\right)
$$

where, for $j=1, \ldots, k-1, V_{j}$ is the $j \times j$ leading principal submatrix of

$$
V_{k}=\left[\begin{array}{ccccc}
\delta_{1}+2 c_{1} u_{1} r_{1} & w_{1} \sqrt{m_{1}} & & & \\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & \\
& \ddots & \ddots & w_{k-2} \sqrt{m_{k-2}} & \\
& & w_{k-2} \sqrt{m_{k-2}} & \delta_{k-1}+2 c_{k-1} u_{k-1} r_{k-1} & w_{k-1} \sqrt{m_{k-1}} \\
& & w_{k-1} \sqrt{m_{k-1}} & \delta_{k}
\end{array}\right]
$$
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$$
V_{j, i}=\left[\begin{array}{cccc}
\delta_{1}+2 c_{1} u_{1} r_{1} & w_{1} \sqrt{m_{1}} & & \\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & \\
& \ddots & \ddots & \\
& & w_{j-2} \sqrt{m_{j-2}} & \delta_{j-1}+2 c_{j-1} u_{j-1} r_{j-1} \\
& & w_{j-1} \sqrt{m_{j-1}} \\
& & & w_{j-1 \sqrt{m_{j-1}}} \\
& & \delta_{j}+q_{i}\left(\mathcal{G}_{j}\right)
\end{array}\right]
$$

and the multiplicities of the eigenvalues of $Q(\mathcal{B}(\mathrm{~F}))$ are as in Theorem 2.10.
Proof. The signless Laplacian matrix of $\mathcal{B}(F)$ is the matrix $S$, with $\gamma_{i}=\delta_{i}$, for $i=1, \ldots, k$, and $M_{j}=Q\left(\mathcal{G}_{j}\right)$ if $j \in \Delta$ and it is the zero matrix otherwise. Moreover, $Q\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=2 u_{j} r_{j} \mathbf{e}_{m_{j}}$. Then, the result follows directly from Theorem 2.10.

Example 4.3. For the graph $\mathcal{B}(F)$ depicted in Figure 4.1, $\mathcal{B}=\mathcal{B}_{5}(1,5,2,3,3)$ and we have $k=5, \delta_{1}=w_{1}, \delta_{2}=4 w_{1}+w_{2}, \delta_{3}=w_{2}+w_{3}, \delta_{4}=2 w_{3}+w_{4}, \delta_{5}=3 w_{4}$, $n_{1}=24, n_{2}=n_{3}=6, n_{4}=3$, and $n_{5}=1$. Moreover, $\Omega=\{1,3,4\}, \Delta=\{1,4\}$, $m_{1}=4, m_{2}=1, m_{3}=2, m_{4}=3, \mathcal{G}_{1}=2 \mathcal{P}_{2}\left(u_{1}\right), r_{1}=1, \mathcal{G}_{4}=\mathcal{C}_{3}\left(u_{4}\right)$ and $r_{4}=2$. Since $q_{1}\left(\mathcal{G}_{1}\right)=2 u_{1}, q_{2}\left(\mathcal{G}_{1}\right)=q_{3}\left(\mathcal{G}_{1}\right)=0, q_{1}\left(\mathcal{G}_{4}\right)=q_{2}\left(\mathcal{G}_{4}\right)=u_{4}$, from Corollary 4.2, it follows
$\sigma(Q(\mathcal{B}(F)))=\sigma\left(V_{5}\right) \cup \sigma\left(V_{3}\right)^{6-3} \cup \sigma\left(V_{1,1}\right)^{6} \cup \sigma\left(V_{1,2}\right)^{6} \cup \sigma\left(V_{1,3}\right)^{6} \cup \sigma\left(V_{4,1}\right)^{1} \cup \sigma\left(V_{4,2}\right)^{1}$,
where

$$
\begin{gathered}
V_{5}=\left[\begin{array}{cccc}
\delta_{1}+2 u_{1} & 2 w_{1} & & \\
2 w_{1} & \delta_{2} & w_{2} & \\
& w_{2} & \delta_{3} & w_{3} \sqrt{2} \\
\\
& & w_{3} \sqrt{2} & \delta_{4}+4 u_{4} \\
w_{4} \sqrt{3} \\
& & w_{4} \sqrt{3} & \delta_{5}
\end{array}\right], \\
V_{3}=\left[\begin{array}{ccc}
\delta_{1}+2 u_{1} & 2 w_{1} & \\
2 w_{1} & \delta_{2} & w_{2} \\
& w_{2} & \delta_{3}
\end{array}\right] \\
V_{1,1}=\left[\delta_{1}+2 u_{1}\right], V_{1,2}=V_{1,3}=\left[\delta_{1}\right]
\end{gathered}
$$

and

$$
V_{4,1}=V_{4,2}=\left[\begin{array}{cccc}
\delta_{1}+2 u_{1} & 2 w_{1} & & \\
2 w_{1} & \delta_{2} & w_{2} & \\
& w_{2} & \delta_{3} & w_{3} \sqrt{2} \\
& & w_{3} \sqrt{2} & \delta_{4}+u_{4}
\end{array}\right]
$$

Setting $w_{1}=2, w_{2}=1.5, w_{3}=2.5, w_{4}=3, u_{1}=1.8$, and $u_{4}=2.2$, the eigenvalues of $Q(\mathcal{B}(F))$, with four decimal places, are:

|  |  |  |  |  |  | multiplicity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $V_{3}:$ | 2.5897 | 4.3113 | 12.1990 |  |  | $n_{3}-n_{4}=3$ |
| $V_{5}:$ | 2.0698 | 3.5867 | 7.0275 | 12.1785 | 20.0374 | 1 |
| $V_{1,1}:$ | 5.6 |  |  |  |  | $n_{2}=6$ |
| $V_{1,2}:$ | 2 |  |  |  |  | $n_{2}=6$ |
| $V_{1,3}:$ | 2 |  |  |  | $n_{2}=6$ |  |
| $V_{4,1}:$ | 1.8425 | 3.5046 | 11.4279 | 12.5250 |  | $n_{5}=1$ |
| $V_{4,2}:$ | 1.8425 | 3.5046 | 11.4279 | 12.5250 |  | $n_{5}=1$ |

Corollary 4.4. If, for each $j \in \Delta$, the graph $\mathcal{G}_{j}$ is regular of degree $r_{j}$, then the spectrum of $A(\mathcal{B}(\mathrm{~F}))$ is

$$
\sigma(A(\mathcal{B}(\mathrm{~F})))=\sigma\left(W_{k}\right) \cup\left(\cup_{j \in \Omega-\Delta} \sigma\left(W_{j}\right)^{n_{j}-n_{j+1}}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(W_{j, i}\right)^{n_{j+1}}\right),
$$

where, for $j=1, \ldots, k-1, X_{j}$ is the $j \times j$ leading principal submatrix of the $k \times k$ symmetric tridiagonal matrix

$$
W_{k}=\left[\begin{array}{ccccc}
c_{1} u_{1} r_{1} & w_{1} \sqrt{m_{1}} & & & \\
w_{1} \sqrt{m_{1}} & c_{2} u_{2} r_{2} & \ddots & & \\
& \ddots & \ddots & w_{k-2} \sqrt{m_{k-2}} & \\
& & w_{k-2} \sqrt{m_{k-2}} & c_{k-1} u_{k-1} r_{k-1} & w_{k-1} \sqrt{m_{k-1}} \\
& & & w_{k-1} \sqrt{m_{k-1}} & 0
\end{array}\right]
$$

and

$$
W_{j, i}=\left[\begin{array}{ccccc}
c_{1} u_{1} r_{1} & w_{1} \sqrt{m_{1}} & & & \\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & \\
& \ddots & \ddots & w_{j-2} \sqrt{m_{j-2}} & \\
& & w_{j-2} \sqrt{m_{j-2}} & c_{j-1} u_{j-1} r_{j-1} & w_{j-1} \sqrt{m_{j-1}} \\
& & & w_{j-1} \sqrt{m_{j-1}} & \lambda_{i}\left(\mathcal{G}_{j}\right)
\end{array}\right]
$$

and the multiplicities of the eigenvalues of $A(\mathcal{B}(\mathrm{~F}))$ are as in Theorem 2.10.
Proof. The adjacency matrix of $\mathcal{B}(F)$ is the matrix $S$, with $\gamma_{i}=0(1 \leq i \leq k)$ and $M_{j}=A\left(\mathcal{G}_{j}\right)$ if $j \in \Delta$ and it is the zero matrix otherwise. Moreover, $A\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=$ $u_{j} r_{j} \mathbf{e}_{m_{j}}$. Then the result follows directly from Theorem 2.10.

In the next example, we look for the eigenvalues of the adjacency matrix $A(\mathcal{B}(F))$ of the graph depicted in Figure 4.1.

Example 4.5. Consider the graph $\mathcal{B}(F)$ depicted in Figure 4.1. Then we have $\lambda_{1}\left(\mathcal{G}_{1}\right)=u_{1}, \lambda_{2}\left(\mathcal{G}_{1}\right)=\lambda_{3}\left(\mathcal{G}_{1}\right)=-u_{1}, \lambda_{1}\left(\mathcal{G}_{4}\right)=\lambda_{2}\left(\mathcal{G}_{4}\right)=-u_{4}$ and, applying Corollary 4.4, $\sigma(A(\mathcal{B}(F)))=\sigma\left(W_{5}\right) \cup \sigma\left(W_{3}\right)^{6-3} \cup \sigma\left(W_{1,1}\right)^{6} \cup \sigma\left(W_{1,2}\right)^{6} \cup \sigma\left(W_{1,3}\right)^{6} \cup \sigma\left(W_{4,1}\right)^{1} \cup \sigma\left(W_{4,2}\right)^{1}$, where

$$
\begin{gathered}
W_{5}=\left[\begin{array}{ccccc}
u_{1} & 2 w_{1} & & & \\
2 w_{1} & 0 & w_{2} & & \\
& w_{2} & 0 & w_{3} \sqrt{2} & \\
& & w_{3} \sqrt{2} & 2 u_{4} & w_{4} \sqrt{3} \\
& & w_{4} \sqrt{3} & 0
\end{array}\right] \\
W_{3}=\left[\begin{array}{ccc}
u_{1} & 2 w_{1} & \\
2 w_{1} & 0 & w_{2} \\
& w_{2} & 0
\end{array}\right] \\
W_{1,1}=\left[u_{1}\right], W_{1,2}=W_{1,3}=\left[-u_{1}\right]
\end{gathered}
$$

and

$$
W_{4,1}=W_{4,2}=\left[\begin{array}{cccc}
u_{1} & 2 w_{1} & & \\
2 w_{1} & 0 & w_{2} & \\
& w_{2} & 0 & w_{3} \sqrt{2} \\
& & w_{3} \sqrt{2} & -u_{4}
\end{array}\right] .
$$

Setting $w_{1}=2, w_{2}=1.5, w_{3}=2.5, w_{4}=3, u_{1}=1.8$ and $u_{4}=2.2$, the eigenvalues of $A(\mathcal{B}(F))$ with four decimal places, are:

|  |  |  |  |  | multiplicity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $W_{3}:$ | -3.5930 | 0.2178 | 5.1752 |  |  |
| $n_{3}-n_{4}=3$ |  |  |  |  |  |
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