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#### Abstract

Under the entrywise dominance partial ordering, T.L. Markham and R.L. Smith obtained a Schur complement inequality for the Hadamard product of two tridiagonal totally nonnegative matrices. Applying the properties of the Hadamard core of totally nonnegative matrices, the Schur complement inequalities for the Hadamard product of totally nonnegative matrices is obtained, which extends those of T.L. Markham and R.L. Smith for tridiagonal totally nonnegative matrices [T.L. Markham and R.L. Smith. A Schur complement inequality for certain P-matrices. Linear Algebra and its Applications, 281:33-41, 1998.]. This result improves the refinement and range of applications for these inequalities.
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1. Introduction. Let $\mathbb{R}^{m \times n}, S_{n}^{+}$be the sets of $m \times n$ real and $n \times n$ real symmetric positive definite matrices, respectively. The Löwner partial ordering on positive semidefinite matrices $A$ and $B$ is defined as $A \geq B$ if and only if $A-B$ is positive semidefinite. The Hadamard product of two $m \times n$ matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ is denoted by $A \circ B=\left(a_{i j} b_{i j}\right)$.

Let $A \in \mathbb{R}^{n \times n}$ be partitioned as follows

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{1.1}\\
A_{21} & A_{22}
\end{array}\right], \text { where } A_{11} \in \mathbb{R}^{k \times k}, \text { and } A_{22} \in \mathbb{R}^{(n-k) \times(n-k)} \text { is invertible. }
$$

The matrix

$$
\begin{equation*}
A / A_{22}=A_{11}-A_{12} A_{22}^{-1} A_{21} \tag{1.2}
\end{equation*}
$$

[^0]is the Schur complement of $A_{22}$ in $A$.
In the Löwner partial ordering, T.L. Markham and R.L. Smith presented a Schur complement inequality for the Hadamard product of real symmetric positive definite matrices partitioned as in (1.1) (see [10, Theorem 1.2]), where the Schur complement is determined by (1.2) as follows
\[

$$
\begin{equation*}
(A \circ B) /\left(A_{22} \circ B_{22}\right) \geq A / A_{22} \circ B / B_{22}, \quad A, B \in S_{n}^{+} \tag{1.3}
\end{equation*}
$$

\]

If all the minors of $A \in \mathbb{R}^{m \times n}$ are nonnegative (positive), we call $A$ as totally nonnegative (positive) matrix, written $A \in T N_{m, n}\left(T P_{m, n}\right)$ (see [2]). When $m=n$, we simply write as $T N_{m, n}=T N_{n}$. A.S. Crans, S.M. Fallat, and C.R. Johnson [2] pointed out that this class arises in a long history of applications, and it has enjoyed increasing recent attention (see [1], [2], [4], [6], [10], [14]). It plays a crucial role in Economics, and has great influence on other branches of Mathematics.

Under the entrywise dominance partial ordering (namely, when every element of $A-B$ is nonnegative, written $A \geq B$ ), T.L. Markham and R.L. Smith proved:

Proposition 1.1. [10, Theorem 2.1] Let $A, B \in T N_{n}$ both be tridiagonal and partitioned as in (1.1). If $A_{22}, B_{22}$ and $A_{22} \circ B_{22}$ are invertible, then the inequality (1.3) holds.

The matrices in the following Example 1.2 come from [9] and [10] as follows
Example 1.2. Let

$$
A=\left(a_{i j}\right)=\left[\begin{array}{ccc}
8 & 12 & 13.05 \\
4 & 7 & 8 \\
0 & 2 & 3
\end{array}\right], \quad B=\left(b_{i j}\right)=\left[\begin{array}{ccc}
1 & 1 & 0 \\
21 & 24 & 14 \\
90.03 & 105 & 70
\end{array}\right]
$$

By [9] and [10], we know that both $A$ and $B$ are totally nonnegative matrices. In 1970, T.L. Markham proved $A \circ B \notin T N_{3}$ (see [9]), and $A$ and $B$ satisfy (1.1) with $A_{11}=8, B_{11}=1$, and $(A \circ B) /\left(A_{22} \circ B_{22}\right)=-10, A / A_{22} \circ B / B_{22}=(2 / 25)(1 / 50)=$ $(1 / 25)^{2}$. Thus

$$
(A \circ B) /\left(A_{22} \circ B_{22}\right)<A / A_{22} \circ B / B_{22} .
$$

Therefore, the inequality (1.3) does not hold for the matrices $A$ and $B$ that are not tridiagonal totally nonnegative ones.

Based on the above fact, T.L. Markham and R.L. Smith indicated that it is clear we cannot hope to improve [10, Theorem 2.1] (Proposition 1.1 in this paper).

When $A \in \mathbb{R}^{m \times n}, A[\alpha \mid \beta]$ is the submatrix of $A$ lying in the rows indexed by $\alpha \subset\langle m\rangle=\{1,2, \ldots, m\}$ and columns indexed by $\beta \subset\langle n\rangle$, its complementary sub-
matrix is written by $A(\alpha \mid \beta)$, and $A[\alpha \mid \alpha]=A[\alpha], A(\alpha \mid \alpha)=A(\alpha) . \quad A[\alpha \mid \beta)$ is the submatrix of $A$ lying in the rows indexed by $\alpha$ and deleting the columns indexed by $\beta$, its complementary submatrix is $A(\alpha \mid \beta]$. For a given index set $\alpha$, there exists a permutation matrix $P$ such that the matrix $A$ partitioned as (1.1) has the following form

$$
P^{T} A P=\left[\begin{array}{cc}
A[\alpha] & A[\alpha \mid \alpha)  \tag{1.4}\\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right] \in \mathbb{R}^{n \times n}, \alpha \subset\langle n\rangle,|\alpha|=k,
$$

when $A(\alpha)$ is invertible, write the Schur complement of $A(\alpha)$ in $A$ as

$$
\begin{equation*}
P^{T} A P /\left(P^{T} A P\right)_{22}=A / A(\alpha)=A[\alpha]-A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha], \tag{1.5}
\end{equation*}
$$

where $P^{T} A P /\left(P^{T} A P\right)_{22}$ is the Schur complement of $P^{T} A P$ in (1.4) defined by (1.2).
Corresponding to (1.2), F. Zhang pointed out that Schur complements can be formed with respect to any nonsingular submatrix, not just a leading principal submatrix (see [16, p. 20]).

Obviously, when $\alpha=\{1,2, \ldots, k\}$ (i.e., the permutation matrix $P$ in (1.4) is the identity one), the Schur complement $A / A_{22}$ determined by (1.2) is a special case of $A / A(\alpha)$ determined by (1.5).

Under the Löwner partial ordering, B. Wang and F. Zhang [11, Theorem 2] proved a general form of the inequality (1.3) as follows

$$
(A \circ B) /(A(\alpha) \circ B(\alpha)) \geq A / A(\alpha) \circ B / B(\alpha), \quad \alpha \subset\langle n\rangle, \quad A, B \in S_{n}^{+}(n)
$$

Since the positive property of the class $S_{n}^{+}$is invariant under permutation similarity, and $S_{n}^{+}$is closed under the Hadamard product of real symmetric positive definite matrices (see [8]), the authors of [11], [12], [13], and [15] studied the situation of the partitioned block corresponding to $\alpha=\{1,2, \ldots, k\}$, then by the permutation similarity (1.4), the same conclusion for the general Schur complement $A / A(\alpha)$ defined by (1.5) can be derived.

In 1970, T.L. Markham pointed out that the Hadamard product of the totally nonnegative matrices is not closed in general [9] (also [8] and [16]). From [16, p. 127], we know that the class $T N_{n}$ of totally nonnegative matrices does not have the invariant property under the permutation similarity. Thus, similar to [10], our research for $T N_{n}$ shall carry through under the partitioned form (1.1) in the following discussion.

If $A / A(\alpha) \in \Omega$ for an arbitrary $A \in \Omega$, then the class $\Omega$ is called to be $\alpha S C$ closed (see [8] and [16]); if $\Omega$ is $\alpha$ SC-closed for all $\alpha$, then $\Omega$ is $S C$-closed ([16, p. 111]). By [5], [8], [10], [11], [13] and [16], the discussion for the class with the SCclosure property is very convenient. C.R. Johnson and R.L. Smith (see [16, Chapter

4]) pointed out that although the totally positive matrix class $T P_{n}$ is $\alpha$ SC-closed for some index sets $\alpha$, but $T P_{n}$ is not SC-closed in general.

The definition of the Hadamard core for totally nonnegative matrices was given in [2] as follows

$$
\begin{equation*}
C T N_{m, n}=\left\{A \in T N_{m, n}: B \in T N_{m, n} \Rightarrow A \circ B \in T N_{m, n}\right\} . \tag{1.6}
\end{equation*}
$$

When $m=n, C T N_{m, n}$ is abbreviated as $C T N_{n}$.
By applying the properties of the Hadamard core for totally nonnegative matrices, we obtained a new lower bound for the determinant of the Hadamard product of two totally nonnegative matrices (see [14]).

Applying the properties of the Hadamard core for totally nonnegative matrices, we obtain the Schur complement inequalities for the Hadamard product of totally nonnegative matrices, which extend the results of T.L. Markham and R.L. Smith. Therefore, the restriction of tridiagonal totally nonnegative matrices in [10, Theorem 2.1] can be generalized, and the accuracy of the inequalities can be improved.
2. Preliminaries. The Cauchy-Binet formula (see [7, Section 0.8.7, p. 22]) will be used in the following discussion: when $A \in \mathbb{R}^{m \times t}, B \in \mathbb{R}^{t \times n}$, then

$$
\begin{equation*}
\operatorname{det}(A B)[\alpha \mid \beta]=\sum_{\gamma} \operatorname{det} A[\alpha \mid \gamma] \operatorname{det} B[\gamma \mid \beta], \quad \alpha \subset\langle m\rangle, \quad \beta \subset\langle n\rangle \tag{2.1}
\end{equation*}
$$

If there exist lower, upper triangular matrices $L, U$ such that $A=L U$, then the matrix $A$ is said to have $L U$-decomposition. The $L U$-decomposition plays an important role in the discussion of totally nonnegative matrices.

By the Cauchy-Binet formula (2.1), [1, Theorem 3.5] or [6, Theorem 5.5], we have
Lemma 2.1. Let $A \in \mathbb{R}^{n \times n}$, then $A \in T N_{n}$ if and only if there are lower and upper triangular matrices $A_{L}, A_{U} \in T N_{n}$ such that $A=A_{U} A_{L}$.

Although we know that $T N_{n}$ is not SC-closed from [16, p. 127], the following Lemma 2.2 indicates that $T N_{n}$ is $\alpha$ SC-closed, where $\alpha=\{1,2, \ldots, k\}$ and $A_{22}=$ $A(\alpha)$ is invertible, $1 \leq k \leq n-1$. This is an important tool in our paper.

Though T. Ando discussed the case for totally positive matrices, by applying the similar method, we can derive the following Lemma 2.2 from [1, Theorem 3.9].

Lemma 2.2. Let $A \in T N_{n}, \alpha=\{1,2, \ldots, k\}$ and $A(\alpha)$ be invertible, then $A / A(\alpha) \in T N_{k}$.

Theorem 2.3. Let $A \in T N_{n}, \alpha=\{1,2, \ldots, k\}$ and $A(\alpha)$ be invertible, then

$$
\widehat{A}=\left[\begin{array}{cc}
A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha] & A[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right] \in T N_{n}
$$

Proof. According to Lemma 2.1, assume that the LU-decomposition of $A$ is

$$
\begin{align*}
A & =\left[\begin{array}{cc}
A[\alpha] & A[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right]  \tag{2.2}\\
& =\left[\begin{array}{cc}
A_{U}[\alpha] A_{L}[\alpha]+A_{U}[\alpha \mid \alpha) A_{L}(\alpha \mid \alpha] & A_{U}[\alpha \mid \alpha) A_{L}(\alpha) \\
A_{U}(\alpha) A_{L}(\alpha \mid \alpha] & A_{U}(\alpha) A_{L}(\alpha)
\end{array}\right]=A_{U} A_{L},
\end{align*}
$$

where $A_{U}=\left[\begin{array}{cc}A_{U}[\alpha] & A_{U}[\alpha \mid \alpha) \\ 0 & A_{U}(\alpha)\end{array}\right], A_{L}=\left[\begin{array}{cc}A_{L}[\alpha] & 0 \\ A_{L}(\alpha \mid \alpha] & A_{L}(\alpha)\end{array}\right] \in T N_{n}$.
Furthermore, from (1.1), (2.2), and Lemma 2.2, it follows that

$$
\begin{equation*}
A / A(\alpha)=A[\alpha]-A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha]=A_{U}[\alpha] A_{L}[\alpha] \in T N_{k} \tag{2.3}
\end{equation*}
$$

By (2.2) and (2.3), we have

$$
\begin{equation*}
A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha]=A[\alpha]-A / A(\alpha)=A_{U}[\alpha \mid \alpha) A_{L}(\alpha \mid \alpha] . \tag{2.4}
\end{equation*}
$$

Moreover, from (1.1) and (2.2), we have $A[\alpha \mid \alpha)=A_{U}[\alpha \mid \alpha) A_{L}(\alpha), A(\alpha \mid \alpha]=$ $A_{U}(\alpha) A_{L}(\alpha \mid \alpha], A(\alpha)=A_{U}(\alpha) A_{L}(\alpha)$, thus from (2.4), it follows that

$$
\widehat{A}=\left[\begin{array}{cc}
A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha] & A[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right]=\left[\begin{array}{c}
A_{U}[\alpha \mid \alpha) \\
A_{U}(\alpha)
\end{array}\right]\left[A_{L}(\alpha \mid \alpha] \quad A_{L}(\alpha)\right]
$$

Thus by $A_{U}, A_{L} \in T N_{n}$ again, we know

$$
\left[\begin{array}{c}
A_{U}[\alpha \mid \alpha) \\
A_{U}(\alpha)
\end{array}\right] \in T N_{n, n-k}, \quad\left[A_{L}(\alpha \mid \alpha] \quad A_{L}(\alpha)\right] \in T N_{n-k, n}
$$

thus $\widehat{A} \in T N_{n}$ through (2.1).
The foundations (2.3) and (2.4) in the proof of Theorem 2.3 stem from the discussion of T. Ando for totally positive matrices (see [1, Theorem 3.9] and its proof).
[3, Theorem 15] states "Let $A$ be $n \times n$ totally nonnegative matrix with $\operatorname{det} A(1) \neq$ 0 . Then $A-x E_{11}$ is totally nonnegative for all $x \in\left[0, \frac{\operatorname{det} A}{\operatorname{det} A(1)}\right]$, where $E_{11}=$ $\operatorname{diag}(1,0, \ldots, 0)$ ".

From the proof of [3, Theorem 15], we have

$$
\begin{equation*}
A-x E_{11} \in T N_{n} \text { if and only if } A-\frac{\operatorname{det} A}{\operatorname{det} A(1)} E_{11} \in T N_{n}, A \in T N_{n}, \operatorname{det} A(1) \neq 0 \tag{2.5}
\end{equation*}
$$

If let $\alpha=\{1\}$ in Theorem 2.3, by the Schur Complement property [16], we have $A / A(1)=\frac{\operatorname{det} A}{\operatorname{det} A(1)}$, thus $A[1 \mid 1) A(1)^{-1} A(1 \mid 1]=a_{11}-\frac{\operatorname{det} A}{\operatorname{det} A(1)}$.

Furthermore, from Theorem 2.3,

$$
\widehat{A}=\left[\begin{array}{cc}
A[1 \mid 1) A(1)^{-1} A(1 \mid 1] & A[1 \mid 1) \\
A(1 \mid 1] & A(1)
\end{array}\right]=A-\frac{\operatorname{det} A}{\operatorname{det} A(1)} E_{11} \in T N_{n}
$$

Thus by (2.5), it follows that [3, Theorem 15] can be obtained by Theorem 2.3.
From [10, Section 3], [2, Theorem 2.6] and Theorem 2.3, it follows that
LEMMA 2.4. If the tridiagonal matrix $A \in T N_{n}$, then $\widehat{A} \in C T N_{n}$.
According to [2, Corollary 3.5], we can obtain
Lemma 2.5. Let $A=\left(a_{i j}\right) \in T N_{3}$, then $A \in C T N_{3}$ if and only if

$$
\begin{aligned}
& a_{11} a_{22} a_{33}+a_{31} a_{12} a_{23} \geq a_{11} a_{23} a_{32}+a_{21} a_{12} a_{33} \\
& a_{11} a_{22} a_{33}+a_{21} a_{13} a_{32} \geq a_{11} a_{23} a_{32}+a_{21} a_{12} a_{33}
\end{aligned}
$$

3. Main results. Like [10], the matrix inequalities in this section will be given under the entrywise dominance partial ordering.

Theorem 3.1. Let $A, B \in T N_{n}, \alpha=\{1,2, \ldots, k\}, A(\alpha), B(\alpha)$ and $A(\alpha) \circ B(\alpha)$ be all invertible. If $\widehat{A} \in C T N_{n}$, then

$$
\begin{align*}
(A \circ B) /(A(\alpha) \circ B(\alpha)) & \geq A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha)  \tag{3.1}\\
& \geq A / A(\alpha) \circ B[\alpha] \geq A / A(\alpha) \circ B / B(\alpha),
\end{align*}
$$

$$
\begin{align*}
(A \circ B) /(A(\alpha) \circ B(\alpha)) & \geq A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha)  \tag{3.2}\\
& \geq A[\alpha] \circ B / B(\alpha) \geq A / A(\alpha) \circ B / B(\alpha) .
\end{align*}
$$

Proof. Applying (1.1), (1.2) and Theorem 2.3, we have $\widehat{A} \in T N_{n}$ and

$$
\widehat{B}=\left[\begin{array}{cc}
B[\alpha \mid \alpha) B(\alpha)^{-1} B(\alpha \mid \alpha] & B[\alpha \mid \alpha) \\
B(\alpha \mid \alpha] & B(\alpha)
\end{array}\right]=\left[\begin{array}{cc}
B[\alpha]-B / B(\alpha) & B[\alpha \mid \alpha) \\
B(\alpha \mid \alpha] & B(\alpha)
\end{array}\right] \in T N_{n} .
$$

Since $\widehat{A} \in C T N_{n}$ and the definition of the Hadamard core given by (1.6), then

$$
\widehat{A} \circ \widehat{B}=\left[\begin{array}{cc}
(A[\alpha]-A / A(\alpha)) \circ(B[\alpha]-B / B(\alpha)) & A[\alpha \mid \alpha) \circ B[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] \circ B(\alpha \mid \alpha] & A(\alpha) \circ B(\alpha)
\end{array}\right] \in T N_{n} .
$$

Thus using (1.1), (1.2), and Lemma 2.2 again, it follows that

$$
\begin{aligned}
(\widehat{A} \circ \widehat{B}) & (A(\alpha) \circ B(\alpha)) \\
= & (A[\alpha]-A / A(\alpha)) \circ(B[\alpha]-B / B(\alpha)) \\
& -(A[\alpha \mid \alpha) \circ B[\alpha \mid \alpha))(A(\alpha) \circ B(\alpha))^{-1}(A(\alpha \mid \alpha] \circ B(\alpha \mid \alpha]) \\
= & A[\alpha] \circ B[\alpha]-(A[\alpha \mid \alpha) \circ B[\alpha \mid \alpha))(A(\alpha) \circ B(\alpha))^{-1}(A(\alpha \mid \alpha] \circ B(\alpha \mid \alpha]) \\
& -(A[\alpha] \circ B / B(\alpha)+A / A(\alpha) \circ B[\alpha]-A / A(\alpha) \circ B / B(\alpha)) \\
= & (A \circ B) /(A(\alpha) \circ B(\alpha)) \\
& -(A[\alpha] \circ B / B(\alpha)+A / A(\alpha) \circ B[\alpha]-A / A(\alpha) \circ B / B(\alpha)) .
\end{aligned}
$$

Note that $(\widehat{A} \circ \widehat{B}) /(A(\alpha) \circ B(\alpha)) \in T N_{k}$ by Lemma 2.2, hence, we know it is entrywise nonnegative. Therefore
(3.3) $(A \circ B) /(A(\alpha) \circ B(\alpha)) \geq A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha)$.

By (2.1) and (2.4), we know that both
$A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha]=A[\alpha]-A / A(\alpha)$ and $B[\alpha \mid \alpha) B(\alpha)^{-1} B(\alpha \mid \alpha]=B[\alpha]-B / B(\alpha)$
are totally nonnegative matrices. From Lemma 2.2 , we have $A / A(\alpha), B / B(\alpha) \in T N_{k}$. Since $A[\alpha], B[\alpha] \in T N_{k}$, thus from (1.2) and (2.4), it follows that

$$
\begin{aligned}
& A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha) \\
& \quad=A / A(\alpha) \circ B[\alpha]+(A[\alpha]-A / A(\alpha)) \circ B / B(\alpha) \\
& \quad \geq A / A(\alpha) \circ B[\alpha] \\
& \quad=A / A(\alpha) \circ\left(B / B(\alpha)+B[\alpha \mid \alpha) B(\alpha)^{-1} B(\alpha \mid \alpha]\right),
\end{aligned}
$$

so (3.1) can be obtained by (3.3).
In the same way, since

$$
\begin{aligned}
& A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha) \\
& \quad=A[\alpha] \circ B / B(\alpha)+A / A(\alpha) \circ(B[\alpha]-B / B(\alpha)) \\
& \quad \geq A[\alpha] \circ B / B(\alpha) \\
& \quad=A / A(\alpha) \circ B / B(\alpha)+\left(A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha]\right) \circ B / B(\alpha)
\end{aligned}
$$

using (3.3) again, then (3.2) holds.
Theorem 3.2. Let $A, B \in T N_{n}, \alpha=\{1,2, \ldots, k\}$, and $A(\alpha), B(\alpha)$ and $A(\alpha) \circ$ $B(\alpha)$ be invertible. If $\widehat{B} \in C T N_{n}$, then the inequalities (3.1) and (3.2) hold.

Proof. Because the Hadamard product of matrices is commutative, and thus by the proof of Theorem 3.1, we know the conclusions of Theorem 3.2 hold.

By using Theorems 3.1 and 3.2, we have the following result.
Theorem 3.3. Let $A, B \in T N_{n}, \alpha=\{1,2, \ldots, k\}$, simultaneously, $A(\alpha), B(\alpha)$ and $A(\alpha) \circ B(\alpha)$ are all invertible. If $\widehat{A} \in C T N_{n}$ or $\widehat{B} \in C T N_{n}$, then both (3.1) and (3.2) hold.

Corollary 3.4. Let $A, B \in T N_{n}, \alpha=\{1,2, \ldots, k\}, A(\alpha), B(\alpha)$ and $A(\alpha) \circ B(\alpha)$ be all invertible. If $A$ or $B$ is tridiagonal, then the inequalities (3.1) and (3.2) hold.

Proof. When $A \in T N_{n}$ and is tridiagonal, by Lemma 2.4, we have $\widehat{A} \in C T N_{n}$, furthermore, it follows that the inequalities (3.1) and (3.2) hold by Theorem 3.1. In the same way, when $B \in T N_{n}$ and is tridiagonal, the conclusions hold from Theorem 3.2.
4. Some remarks. By Corollary 3.4, we know the assumptions of [10, Theorem 2.1] (Proposition 1.1 in this paper) are a special cases of Theorems 3.1-3.3. Thus the inequality (1.3) derived by T.L. Markham and R.L. Smith can be strengthened and improved by (3.1) and (3.2).

Example 4.1. Let $A=\left[\begin{array}{lll}8 & 4 & 1 \\ 3 & 2 & 1 \\ 1 & 1 & 1\end{array}\right], B=\left[\begin{array}{ccc}10 & 8 & 3 \\ 6 & 7 & 3 \\ 1 & 2 & 1\end{array}\right]$.
There are totally nonnegative matrices $A_{U}=\left[\begin{array}{lll}1 & 3 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right], A_{L}=\left[\begin{array}{lll}1 & 0 & 0 \\ 2 & 1 & 0 \\ 1 & 1 & 1\end{array}\right]$, and $B_{U}=\left[\begin{array}{lll}1 & 2 & 3 \\ 0 & 1 & 3 \\ 0 & 0 & 1\end{array}\right], B_{L}=\left[\begin{array}{lll}1 & 0 & 0 \\ 3 & 1 & 0 \\ 1 & 2 & 1\end{array}\right]$ such that $A=A_{U} A_{L}, B=B_{U} B_{L}$, thereby, we have $A, B \in T N_{3}$ by Lemma $2.1\left(A \in T N_{3}\right.$ can also be obtained from [14, Example 3.6]).

Let $\alpha=\{1,2\}$. Then $A(\alpha)=B(\alpha)=A(\alpha) \circ B(\alpha)=1$ are all invertible. According to (1.1) and Theorem 2.3, it follows that

$$
\widehat{A}=\left[\begin{array}{cc}
A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha] & A[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right]=\left[\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right] \in T N_{3}
$$

For an arbitrary matrix $C \in T N_{3}$, by means of $\widehat{A} \circ C=C \in T N_{3}$ and (1.4), we get $\widehat{A} \in C T N_{3}$. Thus the inequalities (3.1) and (3.2) hold by applying Theorem 3.1.

Since $A, B\left(\in T N_{3}\right)$ are not tridiagonal, they do not satisfy the hypothesis of $[10$, Theorem 2.1]. This indicates that the applicable range of the results in our paper is broader than the one in [10], or the restriction that $A, B \in T N_{n}$ are all tridiagonal can be extended.

Thus from (1.2), (3.1) and (3.2), we get

$$
\begin{aligned}
& (A \circ B) /(A(\alpha) \circ B(\alpha)) \\
& \quad=\left[\begin{array}{cc}
77 & 26 \\
15 & 8
\end{array}\right] \\
& \quad \geq A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha)=\left[\begin{array}{cc}
77 & 26 \\
15 & 8
\end{array}\right] \\
& \quad \geq A / A(\alpha) \circ B[\alpha]=\left[\begin{array}{cc}
70 & 24 \\
12 & 7
\end{array}\right] ; \\
& (A \circ B) /(A(\alpha) \circ B(\alpha)) \\
& \quad=\left[\begin{array}{cc}
77 & 26 \\
15 & 8
\end{array}\right] \\
& \quad \geq A / A(\alpha) \circ B[\alpha]+A[\alpha] \circ B / B(\alpha)-A / A(\alpha) \circ B / B(\alpha)=\left[\begin{array}{cc}
77 & 26 \\
15 & 8
\end{array}\right] \\
& \quad \geq A[\alpha] \circ B / B(\alpha)=\left[\begin{array}{cc}
56 & 8 \\
9 & 2
\end{array}\right]
\end{aligned}
$$

These lower bounds for $(A \circ B) /(A(\alpha) \circ B(\alpha))$ are better than the one $A / A(\alpha) \circ$ $B / B(\alpha)=\left[\begin{array}{cc}49 & 6 \\ 6 & 1\end{array}\right]$ given by (1.3).

For $A=\left(a_{i j}\right)$ in Example 4.1, we have $a_{11} a_{22} a_{33}+a_{21} a_{13} a_{32}=19<20=$ $a_{11} a_{23} a_{32}+a_{21} a_{12} a_{33}$, thereby, we know $A \notin C T N_{3}$ by Lemma 2.5.

Easily, our assumption is the same as the one of [10, Theorem 2.1]. Theorems 3.1-3.3 and Example 4.1 show that the inequality (1.3) for the Hadamard product of tridiagonal totally nonnegative matrices can be improved on the refinement of inequalities and their applicable range.

ExAmple 4.2. Let $C=\left(c_{i j}\right)=\left[\begin{array}{lll}9 & 6 & 3 \\ 6 & 8 & 6 \\ 3 & 6 & 9\end{array}\right]$.
There are totally nonnegative matrices $C_{U}=\left[\begin{array}{lll}2 & 2 & 1 \\ 0 & 2 & 2 \\ 0 & 0 & 3\end{array}\right], C_{L}=\left[\begin{array}{lll}2 & 0 & 0 \\ 2 & 2 & 0 \\ 1 & 2 & 3\end{array}\right]$
such that $C=C_{U} C_{L}$, so $C \in T N_{3}$ by Lemma 2.1. And

$$
c_{11} c_{22} c_{33}+c_{31} c_{12} c_{23}=c_{11} c_{22} c_{33}+c_{21} c_{13} c_{32}=756 \geq c_{11} c_{23} c_{32}+c_{21} c_{12} c_{33}=648,
$$

then $C \in C T N_{3}$ by Lemma 2.5.
Let $\alpha=\{1\}$, by (1.1) and Theorem 2.3, we get

$$
\widehat{C}=\left[\begin{array}{cc}
C[\alpha \mid \alpha) C(\alpha)^{-1} C(\alpha \mid \alpha] & C[\alpha \mid \alpha) \\
C(\alpha \mid \alpha] & C(\alpha)
\end{array}\right]=\left[\begin{array}{ccc}
5 & 6 & 3 \\
6 & 8 & 6 \\
3 & 6 & 9
\end{array}\right]=\left(\widehat{c}_{i j}\right) \in T N_{3} .
$$

By $\widehat{c}_{11} \widehat{c}_{22} \widehat{c}_{33}+\widehat{c}_{31} \widehat{c}_{12} \widehat{c}_{23}=468<\widehat{c}_{11} \widehat{c}_{23} \widehat{c}_{32}+\widehat{c}_{21} \widehat{c}_{12} \widehat{c}_{33}=504$ and Lemma 2.5, we obtain $\widehat{C} \notin C T N_{3}$.

Corresponding to [10, Theorem 2.1] (Proposition 1.1 in our paper), if we add the condition " $\widehat{A} \in C T N_{n}$ " to our conclusions, from Lemma 2.4, we know that the additive condition is naturally satisfied when $A \in T N_{n}$ is tridiagonal. However, the situation is very different for general totally nonnegative matrices. In general, $A \in$ $C T N_{n}$ cannot be obtained by $\widehat{A} \in C T N_{n}$ by Example 4.2. Neither can $\widehat{A} \in C T N_{n}$ be obtained by $A \in C T N_{n}$ by Example 4.1.

Example 4.3. Let the totally nonnegative matrices $A, B$ be the same as in Example 1.2.

According to [10, Example 2.2], when $\alpha=\{1\}$, we have $A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha]=$ 7.92, and $B[\alpha \mid \alpha) B(\alpha)^{-1} B(\alpha \mid \alpha]=0.98$. Thus

$$
\begin{align*}
& \widehat{A}=\left[\begin{array}{cc}
A[\alpha \mid \alpha) A(\alpha)^{-1} A(\alpha \mid \alpha] & A[\alpha \mid \alpha) \\
A(\alpha \mid \alpha] & A(\alpha)
\end{array}\right]=\left[\begin{array}{ccc}
7.92 & 12 & 13.05 \\
4 & 7 & 8 \\
0 & 2 & 3
\end{array}\right]=\left(\widehat{a}_{i j}\right),  \tag{4.1}\\
& \widehat{B}=\left[\begin{array}{cc}
B[\alpha \mid \alpha) B(\alpha)^{-1} B(\alpha \mid \alpha] & B[\alpha \mid \alpha) \\
B(\alpha \mid \alpha] & B(\alpha)
\end{array}\right]=\left[\begin{array}{ccc}
0.98 & 1 & 0 \\
21 & 24 & 14 \\
90.3 & 105 & 70
\end{array}\right]=\left(\widehat{b}_{i j}\right) . \tag{4.2}
\end{align*}
$$

Furthermore, using (4.1) and (4.2), it follows that

$$
\begin{gathered}
\widehat{a}_{11} \widehat{a}_{22} \widehat{a}_{33}+\widehat{a}_{31} \widehat{a}_{12} \widehat{a}_{23}=166.32<270.72=\widehat{a}_{11} \widehat{a}_{23} \widehat{a}_{32}+\widehat{a}_{21} \widehat{a}_{12} \widehat{a}_{33}, \\
\widehat{b}_{11} \widehat{b}_{22} \widehat{b}_{33}+\widehat{b}_{21} \widehat{b}_{13} \widehat{b}_{32}=1646.4<2910.6=\widehat{b}_{11} \widehat{b}_{23} \widehat{b}_{32}+\widehat{b}_{21} \widehat{b}_{12} \widehat{b}_{33} .
\end{gathered}
$$

Thus we have $\widehat{A} \notin C T N_{n}$ and $\widehat{B} \notin C T N_{n}$ by Lemma 2.5.

Example 4.3 reveals that the reason that the inequality (1.3) does not hold for totally nonnegative matrices in [10, Example 2.2] lies in it not satisfying the condition " $\widehat{A} \in C T N_{n}$ or $\widehat{B} \in C T N_{n}$ ". Examples 4.1-4.3 show the condition " $\widehat{A} \in C T N_{n}$ or $\widehat{B} \in C T N_{n} "$ for $A, B \in T N_{n}$ in Theorems 3.1-3.3 are reasonable in our paper.
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