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#### Abstract

A new method of using the numerical range of a matrix to bound the optimal value of certain optimization problems over real tensor product vectors is presented. This bound is stronger than the trivial bounds based on eigenvalues and can be computed significantly faster than bounds provided by semidefinite programming relaxations. Numerous applications to other hard linear algebra problems are discussed, such as showing that a real subspace of matrices contains no rank-one matrix, and showing that a linear map acting on matrices is positive.
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1. Introduction. The numerical range [23, Chapter 1 ] of a square complex matrix $A \in M_{n}(\mathbb{C})$ is the set

$$
W(A) \stackrel{\text { def }}{=}\left\{\mathbf{v}^{*} A \mathbf{v}: \mathbf{v} \in \mathbb{C}^{n},\|\mathbf{v}\|=1\right\}
$$

While it was first introduced and studied over a century ago [21, 36], the numerical range has come into particular prominence over the past two decades or so, thanks to numerous applications that it has found in scientific fields like numerical analysis [2] and quantum information theory [7, 8, 28].

In this work, we present a new application of the numerical range: we show how it can be used to give a nontrivial bound on the optimal value of a linear function being optimized over the set of real tensor product vectors (i.e., elementary tensors) of unit length. Computing the exact value of such an optimization problem is NP-hard [18], ${ }^{1}$ and numerous well-studied problems can be phrased in this way. We thus obtain, as immediate corollaries of our results, ways of using the numerical range to help solve the following (also NP-hard) problems:

- Determine whether or not a given subspace of real matrices contains a rank-1 matrix [12, 31].
- Determine whether or not a given linear map acting on $M_{n}(\mathbb{R})$ is positive [9, 32].
- Determine whether or not a biquadratic form acting on $\mathbb{R}^{m} \times \mathbb{R}^{n}$ is positive semidefinite [11].

While our method is specific to optimizations over real product vectors, it can be extended with some limitations to optimizations over complex product vectors as well. This gives some additional applications of our method, particularly from quantum information theory, such as the problem of determining whether or not a given Hermitian matrix is an entanglement witness [35]. In fact, in [19] the authors give a list of more than a dozen different problems that are of interest in quantum information theory that are equivalent to this one.

[^0]We note that connections between the numerical range and the above problems have appeared in the past, but our bound is new and distinct from known methods. For example, an easy-to-use necessary condition for positivity of a linear map acting on complex matrices in terms of the numerical range appeared in [24], but our bound instead provides an easy-to-use sufficient condition. Similarly, numerous other methods are known for bounding optimization problems like the ones we investigate [15, 20]. However, most of these known methods rely on tools like semidefinite programming which, despite being solvable in polynomial time [30], are quite computationally expensive. These semidefinite programs are typically difficult to apply to matrices with more than a few hundred rows and columns, whereas our bound can be applied to matrices with millions of rows and columns.
1.1. Organization of paper. We start in Section 2 by introducing our notation, the optimization problem that is of interest to us, and some elementary properties of its optimal value. In Section 3, we present our main results (Theorems 3.1 and 3.2), which provide a nontrivial bound on the optimal value of the optimization problem in terms of the numerical range of a certain matrix. In Section 3.1, we discuss how our method compares with known semidefinite programming methods of bounding the optimal value of our tensor optimization problem (implementation details of our method are provided in Appendix A, and code is provided at [34]), and we show in particular that our method works much faster and is applicable to matrices that are much larger.

In Section 4, we present some applications of our bound: in Section 4.1, we show that our result implies a simple-to-check sufficient condition for a subspace of matrices to not contain any rank-one matrices, and in Section 4.2, we derive a simple-to-check sufficient condition for a linear map acting on matrices to be positive (or equivalently, for a biquadratic form to be positive semidefinite). We then generalize our results in two ways: in Section 5, we generalize our results to optimizations over complex product vectors (with some necessary limitations), and in Section 6, we generalize our results to the setting where more than two spaces are tensored together.
2. Optimization over product vectors. We use $M_{m, n}$ to denote the set of $m \times n$ matrices with real entries, $M_{n}$ for the special case when $m=n$, and $M_{n}^{S}$ for the subset of them that are symmetric (i.e., the matrices $A \in M_{n}$ satisfying $A^{T}=A$ ). In the few instances where we consider sets of complex matrices, we denote them by $M_{m, n}(\mathbb{C})$ or $M_{n}(\mathbb{C})$, as appropriate. We use " $\otimes$ " to denote the usual tensor (i.e., Kronecker) product, and $\mathbf{e}_{\mathbf{j}}$ denotes the $j$-th standard basis vector of $\mathbb{R}^{n}$ (i.e., the vector with 1 in its $j$-th entry and 0 elsewhere).

The main problem that we consider in this paper is given $B \in M_{m} \otimes M_{n}$, how can we compute or bound the quantities

$$
\begin{align*}
& \mu_{\min }(B) \stackrel{\text { def }}{=} \min _{\mathbf{v} \in \mathbb{R}^{m}, \mathbf{w} \in \mathbb{R}^{n}}\left\{(\mathbf{v} \otimes \mathbf{w})^{T} B(\mathbf{v} \otimes \mathbf{w}):\|\mathbf{v}\|=\|\mathbf{w}\|=1\right\} \quad \text { and } \\
& \mu_{\max }(B) \stackrel{\text { def }}{=} \max _{\mathbf{v} \in \mathbb{R}^{m}, \mathbf{w} \in \mathbb{R}^{n}}\left\{(\mathbf{v} \otimes \mathbf{w})^{T} B(\mathbf{v} \otimes \mathbf{w}):\|\mathbf{v}\|=\|\mathbf{w}\|=1\right\} ? \tag{2.1}
\end{align*}
$$

When $B$ is symmetric, these quantities can be thought of as analogous to the maximal and minimal eigenvalues of $B$, but with the restriction that the optimization takes place only over unit-length product vectors, rather than all unit-length vectors. In particular, if $B$ is symmetric and we let $\lambda_{\max }(B)$ and $\lambda_{\min }(B)$ denote the maximal and minimal eigenvalues of $B$, respectively, then it follows immediately from the Rayleigh quotient that

$$
\begin{equation*}
\mu_{\min }(B) \geq \lambda_{\min }(B) \quad \text { and } \quad \mu_{\max }(B) \leq \lambda_{\max }(B) \tag{2.2}
\end{equation*}
$$

Similarly, if we define the partial transpose of a matrix $A=\sum_{j} X_{j} \otimes Y_{j} \in M_{m} \otimes M_{n}$ by

$$
\begin{equation*}
A^{\Gamma} \stackrel{\text { def }}{=} \sum_{j} X_{j} \otimes Y_{j}^{T} \tag{2.3}
\end{equation*}
$$

and note that the partial transpose is a well-defined linear map on $M_{m} \otimes M_{n},{ }^{2}$ then we see that

$$
\begin{align*}
(\mathbf{v} \otimes \mathbf{w})^{T} B(\mathbf{v} \otimes \mathbf{w}) & =\operatorname{Tr}\left(\left(\mathbf{v} \mathbf{v}^{T} \otimes \mathbf{w} \mathbf{w}^{T}\right) B\right) \\
& =\operatorname{Tr}\left(\left(\mathbf{v} \mathbf{v}^{T} \otimes\left(\mathbf{w} \mathbf{w}^{T}\right)^{T}\right) B\right)  \tag{2.4}\\
& =\operatorname{Tr}\left(\left(\mathbf{v} \mathbf{v}^{T} \otimes \mathbf{w} \mathbf{w}^{T}\right) B^{\Gamma}\right)=(\mathbf{v} \otimes \mathbf{w})^{T} B^{\Gamma}(\mathbf{v} \otimes \mathbf{w}),
\end{align*}
$$

for all $\mathbf{v} \in \mathbb{R}^{m}$ and $\mathbf{w} \in \mathbb{R}^{n}$. It follows that if $B$ is symmetric then

$$
\begin{equation*}
\mu_{\min }(B) \geq \lambda_{\min }\left(B^{\Gamma}\right) \quad \text { and } \quad \mu_{\max }(B) \leq \lambda_{\max }\left(B^{\Gamma}\right) \tag{2.5}
\end{equation*}
$$

We call the eigenvalue bounds of Inequalities (2.2) and (2.5) the trivial bounds on $\mu_{\max }(B)$ and $\mu_{\min }(B)$, and an argument similar to the one that we used to derive them shows that if $p \in \mathbb{R}$ then

$$
\begin{equation*}
\mu_{\min }(B) \geq \lambda_{\min }\left(p B+(1-p) B^{\Gamma}\right) \quad \text { and } \quad \mu_{\max }(B) \leq \lambda_{\max }\left(p B+(1-p) B^{\Gamma}\right) \tag{2.6}
\end{equation*}
$$

whenever $B$ is symmetric.
Inequalities (2.6) can only be used when $B$ is symmetric, since otherwise $p B+(1-p) B^{\Gamma}$ might not even have real eigenvalues. However, this is not really a restriction: since $\mathbf{v}^{T} Y \mathbf{v}=0$ whenever $Y$ is skew-symmetric (i.e., $Y^{T}=-Y$ ), it follows that if $B$ has Cartesian decomposition $B=X+Y$ (where $X=\left(B+B^{T}\right) / 2$ is symmetric and $Y=\left(B-B^{T}\right) / 2$ is skew-symmetric) then

$$
\begin{equation*}
\mu_{\min }(B)=\mu_{\min }(X) \quad \text { and } \quad \mu_{\max }(B)=\mu_{\max }(X) \tag{2.7}
\end{equation*}
$$

so Inequalities (2.6) can be applied to $X=\left(B+B^{T}\right) / 2$ instead. In fact, the following lemma shows that we can restrict our attention even further to matrices that also equal their own partial transpose:

Lemma 2.1. Let $B \in M_{m} \otimes M_{n}$ be symmetric. There exist unique symmetric matrices $X, Y \in M_{m} \otimes M_{n}$ such that $X^{\Gamma}=X, Y^{\Gamma}=-Y$, and $B=X+Y$, and they are

$$
\begin{equation*}
X=\frac{1}{2}\left(B+B^{\Gamma}\right) \quad \text { and } \quad Y=\frac{1}{2}\left(B-B^{\Gamma}\right) \tag{2.8}
\end{equation*}
$$

Furthermore, $(\mathbf{v} \otimes \mathbf{w})^{T} Y(\mathbf{v} \otimes \mathbf{w})=0$ for all $\mathbf{v} \in \mathbb{R}^{m}$ and $\mathbf{w} \in \mathbb{R}^{n}$, and

$$
\mu_{\min }(B)=\mu_{\min }(X) \quad \text { and } \quad \mu_{\max }(B)=\mu_{\max }(X)
$$

Proof. It is clear that the matrices $X$ and $Y$ from Equation (2.8) are symmetric and satisfy $X^{\Gamma}=X$, $Y^{\Gamma}=-Y$, and $B=X+Y$. To see that they are unique, just notice that $B=X+Y$ implies $B^{\Gamma}=$ $X^{\Gamma}+Y^{\Gamma}=X-Y$, so $B+B^{\Gamma}=(X+Y)+(X-Y)=2 X$, so $X=\left(B+B^{\Gamma}\right) / 2$, as claimed. Uniqueness of $Y$ can similarly be derived by computing $B-B^{\Gamma}$.

[^1]To see that $(\mathbf{v} \otimes \mathbf{w})^{T} Y(\mathbf{v} \otimes \mathbf{w})=0$ for all $\mathbf{v} \in \mathbb{R}^{m}$ and $\mathbf{w} \in \mathbb{R}^{n}$, we just note that the same argument used in Equation (2.4) tells us that

$$
(\mathbf{v} \otimes \mathbf{w})^{T}(-Y)(\mathbf{v} \otimes \mathbf{w})=(\mathbf{v} \otimes \mathbf{w})^{T} Y^{\Gamma}(\mathbf{v} \otimes \mathbf{w})=(\mathbf{v} \otimes \mathbf{w})^{T} Y(\mathbf{v} \otimes \mathbf{w})
$$

Since $B=X+Y$, this immediately implies $\mu_{\max }(B)=\mu_{\max }(X)$ and $\mu_{\min }(B)=\mu_{\min }(X)$.
The above lemma can be thought of as a "partial" version of the usual Cartesian decomposition, and when combined with the usual Cartesian decomposition it tells us that for any $B \in M_{m} \otimes M_{n}$ we have

$$
\mu_{\min }(B)=\frac{1}{4} \mu_{\min }\left(B+B^{T}+B^{\Gamma}+\left(B^{T}\right)^{\Gamma}\right) \quad \text { and } \quad \mu_{\max }(B)=\frac{1}{4} \mu_{\max }\left(B+B^{T}+B^{\Gamma}+\left(B^{T}\right)^{\Gamma}\right)
$$

3. Main results. We now present our main pair of results, which bound the optimal values of the optimization problems (2.1) in an easily computable way in terms of the numerical range. Given $B \in$ $M_{m} \otimes M_{n}$, consider the following set (recall that $W\left(B+i B^{\Gamma}\right)$ is the numerical range of the complex matrix $\left.B+i B^{\Gamma}\right)$ :

$$
\begin{equation*}
W^{1+i}(B) \stackrel{\text { def }}{=}\left\{c \in \mathbb{R}: c(1+i) \in W\left(B+i B^{\Gamma}\right)\right\} \tag{3.9}
\end{equation*}
$$

This set is always nonempty, since it contains all of the diagonal entries of $B$, for example. To see this, notice that if $\mathbf{e}_{\mathbf{j}}$ is the $j$-th standard basis vector of $\mathbb{R}^{n}(1 \leq j \leq n)$, and we choose $\mathbf{x}=\mathbf{e}_{\mathbf{j}} \otimes \mathbf{e}_{\mathbf{k}}$ for some $1 \leq j \leq m$ and $1 \leq k \leq n$, then

$$
\mathbf{x}^{*}\left(B+i B^{\Gamma}\right) \mathbf{x}=\mathbf{x}^{*} B \mathbf{x}+i \mathbf{x}^{*} B^{\Gamma} \mathbf{x}=b_{(j, j),(k, k)}(1+i)
$$

where $b_{(j, j),(k, k)}$ denotes the $(k, k)$-entry of the $(j, j)$-block of $B$. The set $W^{1+i}(B)$ is furthermore convex and compact since $W(A)$ is convex and compact [23, Section 1.3] for all complex matrices $A$. It follows that $W^{1+i}(B)$ is a closed and bounded interval of real numbers. We give names to its endpoints:

$$
\begin{equation*}
W_{\min }^{1+i}(B) \stackrel{\text { def }}{=} \min \left\{c \in W^{1+i}(B)\right\} \quad \text { and } \quad W_{\max }^{1+i}(B) \stackrel{\text { def }}{=} \max \left\{c \in W^{1+i}(B)\right\} . \tag{3.10}
\end{equation*}
$$

Our first main result describes how $W_{\min }^{1+i}(B)$ and $W_{\max }^{1+i}(B)$ relate to $\mu_{\min }(B)$ and $\mu_{\max }(B)$.
Theorem 3.1. Let $B \in M_{m} \otimes M_{n}$. Then

$$
\mu_{\min }(B) \geq W_{\min }^{1+i}(B) \quad \text { and } \quad \mu_{\max }(B) \leq W_{\max }^{1+i}(B)
$$

Proof. We only prove the inequality on the right, as the one on the left follows via an almost identical argument.

Thanks to compactness of the set of unit product vectors, there exists $\mathbf{x}=\mathbf{v} \otimes \mathbf{w} \in \mathbb{R}^{m} \otimes \mathbb{R}^{n}$ so that $\|\mathbf{x}\|=1$ and $\mathbf{x}^{T} B \mathbf{x}=\mu_{\max }(B)$. Routine algebra then shows that

$$
\mathbf{x}^{T} B^{\Gamma} \mathbf{x}=\operatorname{Tr}\left(B^{\Gamma} \mathbf{x}^{T}\right)=\operatorname{Tr}\left(B\left(\mathbf{x} \mathbf{x}^{T}\right)^{\Gamma}\right)=\operatorname{Tr}\left(B \mathbf{x} \mathbf{x}^{T}\right)=\mathbf{x}^{T} B \mathbf{x}=\mu_{\max }(B)
$$

too, where the central equality used the fact that $\mathbf{x}$ is a real product vector, so

$$
\left(\mathbf{x} \mathbf{x}^{T}\right)^{\Gamma}=\mathbf{v} \mathbf{v}^{T} \otimes\left(\mathbf{w} \mathbf{w}^{T}\right)^{T}=\mathbf{v} \mathbf{v}^{T} \otimes \mathbf{w} \mathbf{w}^{T}=\mathbf{x} \mathbf{x}^{T}
$$

It follows that

$$
\mathbf{x}^{T}\left(B+i B^{\Gamma}\right) \mathbf{x}=\mathbf{x}^{T} B \mathbf{x}+i \mathbf{x}^{T} B^{\Gamma} \mathbf{x}=(1+i) \mu_{\max }(B) \in W\left(B+i B^{\Gamma}\right)
$$

so $\mu_{\max }(B) \in W^{1+i}(B)$, which shows that $\mu_{\max }(B) \leq W_{\max }^{1+i}(B)$, as desired.

Our second main result establishes how the bound of Theorem 3.1 compares with the eigenvalue bounds of Inequalities (2.6). We do not prove this theorem here, however, as it arises as a special case of a more general result that we will prove in Section 6 (see Theorem 6.2 in particular).

Theorem 3.2. Let $B \in M_{m} \otimes M_{n}$ be symmetric. Then

$$
W_{\min }^{1+i}(B)=\max _{p \in \mathbb{R}}\left\{\lambda_{\min }\left(p B+(1-p) B^{\Gamma}\right)\right\} \quad \text { and } \quad W_{\max }^{1+i}(B)=\min _{p \in \mathbb{R}}\left\{\lambda_{\max }\left(p B+(1-p) B^{\Gamma}\right)\right\}
$$

Another way of phrasing Theorem 3.1 is as saying that $\mu_{\min }(B), \mu_{\max }(B) \in W^{1+i}(B)$. Similarly, Theorem 3.2 says exactly that, if $B$ is symmetric, then $W^{1+i}(B)$ is the following intersection of subintervals of $\mathbb{R}$ :

$$
W^{1+i}(B)=\bigcap_{p \in \mathbb{R}}\left[\lambda_{\min }\left(p B+(1-p) B^{\Gamma}\right), \lambda_{\max }\left(p B+(1-p) B^{\Gamma}\right)\right]
$$

These facts are illustrated schematically in Figure 1.


Figure 1: An illustration of the bounds described by Theorems 3.1 and 3.2 when $B \in M_{m} \otimes M_{n}$ is symmetric.

Remark 3.3. There is nothing particularly special about the " $1+i$ " in $W^{1+i}(B)$. We could have instead picked any two nonzero $y, z \in \mathbb{R}$ and replaced the defining Equation (3.9) with

$$
W^{y+i z}(B) \stackrel{\text { def }}{=}\left\{c \in \mathbb{R}: c(y+i z) \in W\left(y B+i z B^{\Gamma}\right)\right\}
$$

As long as $y, z \neq 0$, we have $W^{1+i}(B)=W^{y+i z}(B)$ (after all, $c \in W^{y+i z}(B)$ if and only if there exists a unit vector $\mathbf{x}$ for which $\mathbf{x}^{*} B \mathbf{x}=\mathbf{x}^{*} B^{\Gamma} \mathbf{x}$, which is also equivalent to $c \in W^{1+i}(B)$ ), so the bounds provided by

Theorems 3.1 and 3.2 would be unchanged if we replaced $W^{1+i}(B)$ by $W^{y+i z}(B)$. We picked $x=y=1$ for simplicity and numerical stability.
(On the other hand, if $z=0$ then $W^{y}(B)=\left[\lambda_{\min }(B), \lambda_{\max }(B)\right]$ and if $y=0$ then $W^{i z}(B)=$ $\left[\lambda_{\min }\left(B^{\Gamma}\right), \lambda_{\max }\left(B^{\Gamma}\right)\right]$, so in these cases we would recover just the trivial bounds on $\mu_{\min }(B)$ and $\mu_{\max }(B)$ in Theorem 3.1.)
3.1. Comparison with known bounds. Besides providing a useful theoretical link between tensor optimization and the numerical range, Theorems 3.1 and 3.2 are also useful practically since they are much easier to compute than other known bounds. In this section, we briefly compare our bounds with other techniques that are typically employed to bound the optimal value of tensor optimization problems.

Typical methods of bounding $\mu_{\min }(B)$ and $\mu_{\max }(B)$ make use of semidefinite programming (SDP) relaxations. We do not provide a detailed introduction to semidefinite programming here - see [4] or [26, Section 3.C] for such an introduction-but rather we just note that semidefinite programs are a specific type of convex optimization problem that can be solved in polynomial time [30]. For example, it is straightforward to show that the optimal value of the following semidefinite program (in the symmetric matrix variable $\left.X \in M_{m} \otimes M_{n}\right)$ provides an upper bound on $\mu_{\max }(B)$ :

$$
\begin{align*}
\text { maximize: } & \operatorname{Tr}(B X) \\
\text { subject to: } & X^{\Gamma}=X \\
& \operatorname{Tr}(X)=1  \tag{3.11}\\
& X \succeq O,
\end{align*}
$$

where the constraint $X \succeq O$ means that $X$ is (symmetric) positive semidefinite. Indeed, for any unit vectors $\mathbf{v}$ and $\mathbf{w}$ in the optimization problem (2.1), we can choose $X=\mathbf{v} \mathbf{v}^{T} \otimes \mathbf{w}^{T}$ as a feasible point in the SDP (3.11) that attains the same value in the objective function.

In fact, semidefinite programs like this one typically provide a better bound on $\mu_{\max }(B)$ than Theorem 3.1 does. The advantage of Theorem 3.1 is that it requires significantly fewer computational resources to implement. Despite the fact that semidefinite programs can be solved in polynomial time, in practice they are quite slow and use an extraordinary amount of memory when the matrices involved have more than a few hundred rows and columns. By comparison, the numerical range of a matrix (and thus the bound provided by Theorem 3.1) can easily be computed for any matrix that fits into a computer's memory-tens of thousands of rows and columns, or even millions of rows and columns if the matrix is sparse (i.e., has most entries equal to 0 ).

Example 3.4. If $m=n=19$ then the semidefinite program (3.11) takes about 45 minutes to solve when applied to a random symmetric matrix $B \in M_{m} \otimes M_{n}$, whereas our method finishes in about 1 second (we implemented our method in MATLAB and our code is available at [34]).

In fact, the semidefinite program (3.11) is impractical to run already when $m=n=20$, as our desktop computer with 16 Gb of RAM runs out of memory before completing the computation in this case via standard semidefinite programming solvers in either of MATLAB [17] or Julia [37]. By contrast, our method continues working for significantly larger matrices and takes about 17 minutes to apply to a random symmetric matrix $B \in M_{m} \otimes M_{n}$ when $m=n=100$.

Example 3.5. Since the numerical range of a matrix can be computed by just finding the maximum eigenvalue of some Hermitian matrices (see Appendix A for details), and there are algorithms for numerically
computing the maximum eigenvalue of large sparse matrices very quickly, Theorem 3.1 can be directly applied to large sparse matrices.

For example, when $m=n=500$ we generated a random symmetric sparse matrix $B \in M_{m} \otimes M_{n}$ (with entries generated independently according to a standard normal distribution) with approximately $1,000,000$ non-zero entries. For this matrix, our code computed both of the bounds from Theorem 3.1 in a total of 6 minutes, showing that $\mu_{\min }(B) \geq W_{\min }^{1+i}(B) \approx-1.9094$ and $\mu_{\max }(B) \leq W_{\max }^{1+i}(B) \approx 2.3991$. These bounds are much better than the trivial eigenvalue bounds of $\mu_{\min }(B) \geq \lambda_{\min }(B) \approx-3.2537$ and $\mu_{\max }(B) \leq \lambda_{\max }(B) \approx 3.2538$ (see Figure 2).


Figure 2: The numerical range of a random sparse symmetric matrix $B \in M_{500} \otimes M_{500}$.

It is perhaps worth noting that Theorems 3.1 and 3.2 can themselves be interpreted as semidefinite programming relaxations of $\mu_{\max }(B)$. For example, $W_{\max }^{1+i}(B)$ is the optimal value of the following primal/dual pair of semidefinite programs in the variables $c, p \in \mathbb{R}$ and the symmetric matrix variable $X \in M_{m} \otimes M_{n}$ :

\[

\]

Dual problem
minimize: $c$ subject to: $\quad p B+(1-p) B^{\Gamma} \preceq c I$.

However, it is more computationally efficient to compute $W_{\max }^{1+i}(B)$ directly via the numerical range (as described in Appendix A), rather than via semidefinite program solvers.
4. Some applications. To illustrate the effectiveness of our results, we now apply Theorems 3.1 and 3.2 to some specific problems that arise as special cases of the optimization problem (2.1).
4.1. Application to rank-one-avoiding matrix subspaces. We say that a subspace of matrices $\mathcal{S} \subseteq M_{m, n}$ is rank-one-avoiding if $\operatorname{rank}(X) \neq 1$ for all $X \in \mathcal{S}$. Although there are a few results on bounding which subspaces can be rank-one-avoiding, for instance those of dimension greater than $m n-\max \{m, n\}$ cannot be rank-one-avoiding [16], showing that a given matrix subspace $\mathcal{S}$ is rank-one-avoiding seems to be hard (indeed, determining the minimal rank of a non-zero matrix in a subspace is NP-hard [5]). However, our method can be adapted to solve this problem quickly for a large number of matrix subspaces.

Consider the following quantity, which can be thought of as a measure of how close $\mathcal{S}$ is to being rank-one-avoiding:

$$
\begin{equation*}
d(\mathcal{S}) \stackrel{\text { def }}{=} \max _{Y \in \mathcal{S}}\left\{\|Y\|:\|Y\|_{\mathrm{F}} \leq 1\right\} \tag{4.13}
\end{equation*}
$$

where $\|Y\|$ is the operator norm (i.e., the largest singular value of $Y$ ) and $\|Y\|_{F}$ is the Frobenius norm (i.e., the 2-norm of the vector of singular values of $Y$ ). We note that this maximum really is a maximum (not a supremum) by compactness of the set of $Y \in \mathcal{S}$ with $\|Y\|_{\mathrm{F}} \leq 1$. It is straightforward to show that $\|Y\| \leq\|Y\|_{\mathrm{F}}$, with equality if and only if $\operatorname{rank}(Y)=1$, which immediately implies that $d(\mathcal{S}) \leq 1$ with equality if and only if there exists $Y \in \mathcal{S}$ with $\operatorname{rank}(Y)=1$. In other words, $\mathcal{S}$ is rank-one-avoiding if and only if $d(\mathcal{S})<1$.

Before we can state the main result of this section, we recall that the (column-by-column) vectorization of a matrix is the operation vec : $M_{m, n} \rightarrow \mathbb{R}^{n} \otimes \mathbb{R}^{m}$ defined by

$$
\operatorname{vec}\left(\left[\begin{array}{l|c|c|c}
\mathbf{v}_{\mathbf{1}} & \mathbf{v}_{\mathbf{2}} & \cdots & \mathbf{v}_{\mathbf{n}}
\end{array}\right]\right) \stackrel{\text { def }}{=}\left[\begin{array}{c}
\frac{\mathbf{v}_{\mathbf{1}}}{=} \\
\hline \frac{\mathbf{v}_{\mathbf{2}}}{\vdots} \\
\hline \mathbf{v}_{\mathbf{n}}
\end{array}\right]
$$

For a subspace $\mathcal{S} \subseteq M_{m, n}$, we similarly define $\operatorname{vec}(\mathcal{S}) \stackrel{\text { def }}{=}\{\operatorname{vec}(Y): Y \in \mathcal{S}\}$.
Our main result of this section is then an easy-to-compute upper bound on $d(\mathcal{S})$ in terms of vec $(\mathcal{S})$, and thus a way to show that a subspace $\mathcal{S}$ is rank-one-avoiding:

Theorem 4.1. Let $\mathcal{S} \subseteq M_{m, n}$ be a subspace and let $P_{\mathcal{S}}$ be the orthogonal projection onto vec $(\mathcal{S})$. Then

$$
d(\mathcal{S})^{2} \leq W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)
$$

In particular, if $W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)<1$ then $\mathcal{S}$ is rank-one-avoiding.
Proof. By Theorem 3.1, we know that $\mu_{\max }\left(P_{\mathcal{S}}\right) \leq W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)$, so it suffices to show that $\mu_{\max }\left(P_{\mathcal{S}}\right)=$ $d(\mathcal{S})^{2}$. To this end, we compute

$$
\begin{aligned}
d(\mathcal{S})^{2} & =\max _{Y \in \mathcal{S}}\left\{\|Y\|^{2}:\|Y\|_{\mathrm{F}} \leq 1\right\} \\
& =\max _{\substack{Y \in \mathcal{S} \\
\mathbf{v} \in \mathbb{R}^{m}, \mathbf{w} \in \mathbb{R}^{n}}}\left\{\left|\mathbf{w}^{T} Y \mathbf{v}\right|^{2}:\|Y\|_{\mathrm{F}},\|\mathbf{v}\|,\|\mathbf{w}\| \leq 1\right\} \\
& =\max _{\substack{Y \in \mathcal{S} \\
\mathbf{v} \in \mathbb{R}^{m}, \mathbf{w} \in \mathbb{R}^{n}}}\left\{\left|\operatorname{vec}(Y)^{T}(\mathbf{v} \otimes \mathbf{w})\right|^{2}:\|\operatorname{vec}(Y)\|,\|\mathbf{v}\|,\|\mathbf{w}\| \leq 1\right\} \\
& =\max _{\mathbf{v} \in \mathbb{R}^{m}, \mathbf{w} \in \mathbb{R}^{n}}\left\{(\mathbf{v} \otimes \mathbf{w})^{T} P_{\mathcal{S}}(\mathbf{v} \otimes \mathbf{w}):\|\mathbf{v}\|,\|\mathbf{w}\| \leq 1\right\} \\
= & \mu_{\max }\left(P_{\mathcal{S}}\right),
\end{aligned}
$$

where the third equality comes from the facts that $\|Y\|_{\mathrm{F}}=\|\operatorname{vec}(Y)\|$ and $\mathbf{w}^{T} Y \mathbf{v}=\operatorname{vec}(Y)^{T}(\mathbf{v} \otimes \mathbf{w})$.
Example 4.2. Consider the subspace $\mathcal{S} \subset M_{2}$ of matrices of the form

$$
\left[\begin{array}{cc}
c & -d  \tag{4.14}\\
d & c
\end{array}\right]
$$

where $c, d \in \mathbb{R}$. This subspace is rank-one-avoiding since for all nonzero matrices in $\mathcal{S}$, the determinant $c^{2}+d^{2}$ is nonzero, so each matrix is invertible and thus has rank 2 (as a side note, $\mathcal{S}$ is a largest possible rank-one-avoiding subspace of $M_{2}$, since its dimension (2) saturates the upper bound of $m n-\max (m, n)=2$ from [16]).

To see that $\mathcal{S}$ is rank-one-avoiding via our machinery, we note that direct computation shows that

$$
P_{\mathcal{S}}=\frac{1}{2}\left[\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right]
$$

and that $W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)=1 / 2$. It then follows from Theorem 4.1 that $\mathcal{S}$ is rank-one-avoiding.
Remark 4.3. The previous example demonstrates that our results really are specific to the case of real matrices; the subspace $\mathcal{S}$ from Example 4.2 is rank-one-avoiding in the real case, but not in the complex case (e.g., if we choose $c=1$ and $d=i$ then the matrix (4.14) has rank 1). ${ }^{3}$ There are some known very quick methods of showing that a subspace of complex matrices is rank-one-avoiding (see [14, 27], for example), but those methods do not work in the real case (whereas our method does not work in the complex case). We are not aware of any other effective methods for showing that a real subspace is rank-one-avoiding, besides (much slower) methods based on semidefinite programming like those of Section 3.1.

Since we can easily compute $W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)$ for any subspace $\mathcal{S}$, we can get a rough idea of the efficacy of Theorem 4.1 by generating orthogonal projection matrices for random subspaces of a given dimension, and computing $W_{\max }^{1+i}\left(P_{\mathcal{S}}\right)$ for each. Figure 3 illustrates the probability of Theorem 4.1 detecting that a subspace of the given dimension is rank-one-avoiding, based on 10,000 randomly generated (according to Haar measure on the Grassmannian) subspaces of each dimension.
4.2. Application to positive linear maps and biquadratic forms. Recall that we use $M_{n}^{\mathrm{S}}$ to denote the set of (real) symmetric $n \times n$ matrices. We similarly use $M_{n}^{\mathrm{A}}$ to denote the set of (real) skewsymmetric $n \times n$ matrices (i.e., matrices $Y$ satisfying $Y^{T}=-Y$ ). We say that a linear map $\Phi: M_{m} \rightarrow M_{n}$ is transpose-preserving if $\Phi\left(X^{T}\right)=\Phi(X)^{T}$ for all $X \in M_{m}$ (or equivalently, if $\Phi\left(M_{m}^{\mathrm{S}}\right) \subseteq M_{n}^{\mathrm{S}}$ and $\Phi\left(M_{m}^{\mathrm{A}}\right) \subseteq$ $\left.M_{n}^{\mathrm{A}}\right){ }^{4}$ If $\Phi$ is transpose-preserving then we say that it is positive if $\Phi(X) \in M_{n}^{S}$ is positive semidefinite whenever $X \in M_{m}^{\mathrm{S}}$ is positive semidefinite [32,9]. It is straightforward to show that if there exist matrices $\left\{A_{j}\right\} \subseteq M_{n, m}$ and a linear map $\Psi: M_{m} \rightarrow M_{n}$ such that $\Psi(X)=O$ whenever $X \in M_{m}^{\mathrm{S}}$ and

$$
\begin{equation*}
\Phi(X)=\sum_{j} A_{j} X A_{j}^{T}+\Psi(X) \quad \text { for all } \quad X \in M_{m}, \tag{4.15}
\end{equation*}
$$

then $\Phi$ is positive (in fact, maps of the form $X \mapsto \sum_{j} A_{j} X A_{j}^{T}$ are called completely positive).

[^2]
(a) A visualization of the probabilities when $m \geq n$ (the picture is symmetric when $m \leq n$ ), where the largest circles shown mean probability 1 and no circle means probability 0 .

|  | ${ }^{n}$ | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $k$ |  |  | 5 |  |
| 1 | 1.00 | 1.00 | 1.00 | 1.00 |
| 2 | 0.21 | 0.96 | 1.00 | 1.00 |
| 3 | 0.00 | 0.56 | 1.00 | 1.00 |
| 4 | $\cdot$ | 0.09 | 0.95 | 1.00 |
| 5 | $\cdot$ | 0.00 | 0.69 | 1.00 |
| 6 | $\cdot$ | $\cdot$ | 0.25 | 0.99 |
| 7 | $\cdot$ | $\cdot$ | 0.03 | 0.92 |
| 8 | $\cdot$ | $\cdot$ | 0.00 | 0.68 |
| 9 | $\cdot$ | $\cdot$ | $\cdot$ | 0.31 |
| 10 | $\cdot$ | $\cdot$ | $\cdot$ | 0.07 |
| 11 | $\cdot$ | $\cdot$ | $\cdot$ | 0.00 |
| 12 | $\cdot$ | $\cdot$ | $\cdot$ | . |

(b) Explicit probabilities, rounded to two decimal places, when $m=n$.

Figure 3: The approximate probability of Theorem 4.1 detecting that a $k$-dimensional subspace of $M_{m, n}$ is rank-one-avoiding, based on 10, 000 randomly generated (according to Haar measure on the Grassmannian) subspaces of each dimension.

Conversely, if $\min \{m, n\} \leq 2$ then it is known [6] that if $\Phi$ is positive then it can be written in the form (4.15). However, if $\min \{m, n\} \geq 3$ then there are exceptions (i.e., positive linear maps that cannot be written in the form (4.15)). For example, the Choi map $\Phi: M_{3} \rightarrow M_{3}$ defined by

$$
\Phi(X):=\left[\begin{array}{ccc}
x_{1,1}+x_{3,3} & -x_{1,2} & -x_{1,3}  \tag{4.16}\\
-x_{2,1} & x_{1,1}+x_{2,2} & -x_{2,3} \\
-x_{3,1} & -x_{3,2} & x_{2,2}+x_{3,3}
\end{array}\right]
$$

is positive but cannot be written in the form (4.15) [11].
The Choi matrix [10] of a linear map $\Phi: M_{m} \rightarrow M_{n}$ is the matrix $C_{\Phi} \in M_{m} \otimes M_{n}$ defined by

$$
C_{\Phi} \stackrel{\text { def }}{=} \sum_{i, j=1}^{m} E_{i, j} \otimes \Phi\left(E_{i, j}\right)
$$

where $E_{i, j}$ is the matrix with a 1 in its $(i, j)$-entry and zeroes elsewhere. It is straightforward to show that $\Phi$ is transpose-preserving if and only if $C_{\Phi}$ is symmetric. Furthermore, a transpose-preserving map $\Phi$ can be written in the form (4.15) if and only if $C_{\Phi}=A+B$ for some symmetric $A, B \in M_{m} \otimes M_{n}$ with $A$ positive semidefinite and $B$ satisfying $B=-B^{\Gamma}$ ( $A$ and $B$ are the Choi matrices of the maps $X \mapsto \sum_{j} A_{j} X A_{j}^{T}$ and $\Psi$, respectively, and it is well-known [10] that a map is completely positive if and only if its Choi matrix is positive semidefinite).

In general, determining positivity of a linear map is hard, since it is equivalent to solving the optimization problem (2.1):

Theorem 4.4. Let $\Phi: M_{m} \rightarrow M_{n}$ be a transpose-preserving linear map. Then

$$
\begin{equation*}
\min \left\{\lambda_{\min }(\Phi(X)): X \succeq O, \operatorname{Tr}(X)=1\right\}=\mu_{\min }\left(C_{\Phi}\right) \tag{4.17}
\end{equation*}
$$

In particular, $\Phi$ is positive if and only if $\mu_{\min }\left(C_{\Phi}\right) \geq 0$.
Proof. By convexity and the spectral decomposition, $\lambda_{\min }(\Phi(X))$ is minimized as in Equation (4.17) when $X=\mathbf{x x}^{T}$ for some $\mathbf{x} \in \mathbb{R}^{m}$ with $\|\mathbf{x}\|=1$. It follows that

$$
\begin{aligned}
\min \left\{\lambda_{\min }(\Phi(X)): X \succeq O, \operatorname{Tr}(X)=1\right\} & =\min _{\mathbf{x} \in \mathbb{R}^{m}}\left\{\lambda_{\min }\left(\Phi\left(\mathbf{x} \mathbf{x}^{T}\right)\right):\|\mathbf{x}\|=1\right\} \\
& =\min _{\mathbf{x} \in \mathbb{R}^{m}, \mathbf{y} \in \mathbb{R}^{n}}\left\{\mathbf{y}^{T} \Phi\left(\mathbf{x} \mathbf{x}^{T}\right) \mathbf{y}:\|\mathbf{x}\|=\|\mathbf{y}\|=1\right\} \\
& =\min _{\mathbf{x} \in \mathbb{R}^{m}, \mathbf{y} \in \mathbb{R}^{n}}\left\{(\mathbf{x} \otimes \mathbf{y})^{T} C_{\Phi}(\mathbf{x} \otimes \mathbf{y}):\|\mathbf{x}\|=\|\mathbf{y}\|=1\right\} \\
& =\mu_{\min }\left(C_{\Phi}\right)
\end{aligned}
$$

as claimed.
Determining whether or not $\Phi$ can be written in the form (4.15) is much simpler than determining positivity, as it can be decided by the following semidefinite program in the variables $c \in \mathbb{R}$ and $X, Y \in$ $M_{m} \otimes M_{n}:$

$$
\begin{align*}
\operatorname{minimize}: & c \\
\text { subject to: } & C_{\Phi}+c I=X+Y \\
& Y^{\Gamma}=-Y  \tag{4.18}\\
& X \succeq O
\end{align*}
$$

In particular, such a decomposition of $\Phi$ exists if and only if the optimal value of this semidefinite program is nonpositive.

However, as with the examples from Section 3.1, this semidefinite program is only feasible to run when $m, n<20$ or so. The numerical range approach of Theorem 3.1 can be adapted to this problem for much larger values of $m$ and $n$ :

THEOREM 4.5. Let $\Phi: M_{m} \rightarrow M_{n}$ be a transpose-preserving linear map. If $W_{\min }^{1+i}\left(C_{\Phi}\right) \geq 0$ then $\Phi$ can be written in the form (4.15) and is thus positive.

Proof. Since $\Phi$ is transpose-preserving, $C_{\Phi}$ is symmetric, so know from Theorem 3.2 that

$$
W_{\min }^{1+i}\left(C_{\Phi}\right)=\max _{p \in \mathbb{R}}\left\{\lambda_{\min }\left(p C_{\Phi}+(1-p) C_{\Phi}^{\Gamma}\right)\right\}
$$

The hypothesis $W_{\min }^{1+i}\left(C_{\Phi}\right) \geq 0$ is thus equivalent to the existence of a particular $p \in \mathbb{R}$ such that $p C_{\Phi}+$ $(1-p) C_{\Phi}^{\Gamma}$ is positive semidefinite. That is, $\Omega:=p \Phi+(1-p)(\Phi \circ T)$ is completely positive, where $T$ is the transpose map.

Rearranging this equation shows that $\Phi=\Omega-(1-p)(\Phi \circ T-\Phi)$. Since $\Omega$ is completely positive, it can be written in the form $\Omega(X)=\sum_{j} A_{j} X A_{j}^{T}$, and we can choose $\Psi:=-(1-p)(\Phi \circ T-\Phi)$ so that $\Phi=\Omega+\Psi$ is a decomposition of the form (4.15).

Theorem 4.5 performs very well in practice, as illustrated by the next example.
Example 4.6. Let $c \in \mathbb{R}$ and consider the linear map $\Phi_{c}: M_{3} \rightarrow M_{3}$ defined by

$$
\Phi_{c}(X):=\left[\begin{array}{ccc}
x_{1,1}+c x_{2,2}+x_{3,3} & -x_{1,2} & -x_{1,3}  \tag{4.19}\\
-x_{2,1} & x_{1,1}+x_{2,2}+c x_{3,3} & -x_{2,3} \\
-x_{3,1} & -x_{3,2} & c x_{1,1}+x_{2,2}+x_{3,3}
\end{array}\right] .
$$

This map is positive exactly when $c \geq 0$ (when $c=0$ it is the Choi map from Equation (4.16)), and the semidefinite program (4.18) shows that it can be written in the form (4.15) exactly when $c \geq 1 / 4$.

Theorem 4.5 captures this behavior perfectly: $W_{\min }^{1+i}\left(C_{\Phi_{c}}\right) \geq 0$ exactly when $c \geq 1 / 4$ (see Figure 4 ). By contrast, the trivial eigenvalue bounds $\lambda_{\min }\left(C_{\Phi_{c}}\right)$ and $\lambda_{\min }\left(C_{\Phi_{c}}^{\Gamma}\right)$ only show that $\Phi_{c}$ can be written in the form (4.15) when $c \geq 1$, since $\lambda_{\min }\left(C_{\Phi_{c}}\right)=-1<0$ for all $c$ and $\lambda_{\min }\left(C_{\Phi_{c}}^{\Gamma}\right) \geq 0$ only when $c \geq 1$.

(a) $W\left(C_{\Phi_{1 / 4}}+i C_{\Phi_{1 / 4}^{\Gamma}}^{\Gamma}\right)$

(b) A plot of $W_{\min }^{1+i}\left(C_{\Phi_{c}}\right)$ as a function of $c$.

Figure 4: Theorem 4.5 shows that the map $\Phi_{c}$ from Equation (4.19) can be written in the form (4.15), and is thus positive, when $c \geq 1 / 4$.

Since there is a straightforward correspondence between positive linear maps and biquadratic forms (see [11] for details), the results in this section immediately apply to the problem of trying to show that a biquadratic form can be written as a sum of squares.
5. Generalization to complex matrices. Given the ubiquity of complex tensor optimizations and positive linear maps acting on complex matrices in quantum information theory (see [25, 19] and the references therein, for example), it is natural to ask how far our results from the previous section can generalize to optimizations over complex product vectors. We thus now define complex versions of the quantities from Equation (2.1):

$$
\begin{align*}
& \mu_{\min }^{\mathbb{C}}(B) \stackrel{\text { def }}{=} \min _{\mathbf{v} \in \mathbb{C}^{m}, \mathbf{w} \in \mathbb{C}^{n}}\left\{(\mathbf{v} \otimes \mathbf{w})^{*} B(\mathbf{v} \otimes \mathbf{w}):\|\mathbf{v}\|=\|\mathbf{w}\|=1\right\} \quad \text { and } \\
& \mu_{\max }^{\mathbb{C}}(B) \stackrel{\text { def }}{=} \max _{\mathbf{v} \in \mathbb{C}^{m}, \mathbf{w} \in \mathbb{C}^{n}}\left\{(\mathbf{v} \otimes \mathbf{w})^{*} B(\mathbf{v} \otimes \mathbf{w}):\|\mathbf{v}\|=\|\mathbf{w}\|=1\right\} \tag{5.20}
\end{align*}
$$

Note that we still require $B$ to be real symmetric (not complex Hermitian), since our goal is to find cases where the optimal values of the complex optimization problems from Equation (5.20) simply equal the corresponding real optimal values from Equation (2.1). If we were to allow $B$ to be complex Hermitian then there is essentially no hope of this happening, as illustrated by the next example:

Example 5.1. Consider the Hermitian matrix

$$
B=\left[\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right] \in M_{2}(\mathbb{C}) \otimes M_{2}(\mathbb{C})
$$

It is straightforward to check that, for all $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{2}$, we have

$$
(\mathbf{v} \otimes \mathbf{w})^{*} B(\mathbf{v} \otimes \mathbf{w})=\left[\begin{array}{llll}
v_{1} w_{1} & v_{1} w_{2} & v_{2} w_{1} & v_{2} w_{2}
\end{array}\right]\left[\begin{array}{c}
i v_{2} w_{2} \\
i v_{2} w_{1} \\
-i v_{1} w_{2} \\
-i v_{1} w_{1}
\end{array}\right]=0,
$$

which implies $\mu_{\text {min }}(B)=\mu_{\max }(B)=0 .{ }^{5}$ On the other hand, $\mu_{\text {min }}^{\mathbb{C}}(B)=-1$ and $\mu_{\max }^{\mathbb{C}}(B)=1$, which can be verified by noting that the eigenvalues of $B$ are $\lambda_{\max }(B)=1$ and $\lambda_{\min }(B)=-1$, and some corresponding eigenvectors are $(1,-i) \otimes(1,1)$ and $(1, i) \otimes(1,1)$, respectively.

The following lemma shows that if we require $B$ to be real and have some extra symmetry properties, then problems like the one described in Example 5.1 no longer occur, and we do indeed have $\mu_{\min }(B)=\mu_{\min }^{\mathbb{C}}(B)$ and $\mu_{\text {max }}(B)=\mu_{\text {max }}^{\mathbb{C}}(B)$ :

Lemma 5.2. Let $B \in M_{m} \otimes M_{n}$ be symmetric and define $X=\left(B+B^{\Gamma}\right) / 2$. Then

$$
\mu_{\min }(B)=\mu_{\min }(X)=\mu_{\min }^{\mathbb{C}}(X) \quad \text { and } \quad \mu_{\max }(B)=\mu_{\max }(X)=\mu_{\max }^{\mathbb{C}}(X) .
$$

Proof. Since $B$ is symmetric, we know from Lemma 2.1 that

$$
\mu_{\min }(B)=\mu_{\min }(X) \quad \text { and } \quad \mu_{\max }(B)=\mu_{\max }(X) .
$$

All that remains is to show that $\mu_{\min }(X)=\mu_{\min }^{\mathbb{C}}(X)$ and $\mu_{\max }(X)=\mu_{\max }^{\mathbb{C}}(X)$. We just prove that $\mu_{\max }(X)=\mu_{\max }^{\mathbb{C}}(X)$, since the corresponding minimization result follows similarly. Furthermore, the inequality $\mu_{\max }(X) \leq \mu_{\max }^{\mathrm{C}}(X)$ is immediate from the definition, so we just prove the opposite inequality.

Thanks to compactness of the set of unit product vectors, there exist $\mathbf{v} \in \mathbb{C}^{m}$ and $\mathbf{w} \in \mathbb{C}^{n}$ with $\|\mathbf{v}\|=\|\mathbf{w}\|=1$ and $(\mathbf{v} \otimes \mathbf{w})^{*} X(\mathbf{v} \otimes \mathbf{w})=\mu_{\max }^{\mathbb{C}}(X)$. If we use the fact that $X^{\Gamma}=X$, then algebra similar to that of Equation (2.4) then shows that

$$
\operatorname{Tr}\left(X\left(\mathbf{v}^{*} \otimes \mathbf{w w}^{*}\right)\right)=(\mathbf{v} \otimes \mathbf{w})^{*} X(\mathbf{v} \otimes \mathbf{w})=(\mathbf{v} \otimes \mathbf{w})^{*} X^{\Gamma}(\mathbf{v} \otimes \mathbf{w})=\operatorname{Tr}\left(X\left(\mathbf{v}^{*} \otimes \overline{\mathbf{w} \mathbf{w}^{*}}\right)\right),
$$

so

$$
\mu_{\max }^{\mathrm{C}}(X)=\operatorname{Tr}\left(X\left(\mathbf{v}^{*} \otimes \operatorname{Re}\left(\mathbf{w}^{*}\right)\right)\right) .
$$

[^3]Similar algebra, using the fact that $X^{T}=X$, then shows that

$$
\begin{equation*}
\mu_{\max }^{\mathbb{C}}(X)=\operatorname{Tr}\left(X\left(\operatorname{Re}\left(\mathbf{v v}^{*}\right) \otimes \operatorname{Re}\left(\mathbf{w} \mathbf{w}^{*}\right)\right)\right) \tag{5.21}
\end{equation*}
$$

The matrix $\operatorname{Re}\left(\mathbf{v v}^{*}\right) \otimes \operatorname{Re}\left(\mathbf{w} \mathbf{w}^{*}\right)$ is clearly symmetric, and it is even positive semidefinite since

$$
\operatorname{Re}\left(\mathbf{v} \mathbf{v}^{*}\right) \otimes \operatorname{Re}\left(\mathbf{w} \mathbf{w}^{*}\right)=\left(\operatorname{Re}(\mathbf{v}) \operatorname{Re}(\mathbf{v})^{T}+\operatorname{Im}(\mathbf{v}) \operatorname{Im}(\mathbf{v})^{T}\right) \otimes\left(\operatorname{Re}(\mathbf{w}) \operatorname{Re}(\mathbf{w})^{T}+\operatorname{Im}(\mathbf{w}) \operatorname{Im}(\mathbf{w})^{T}\right)
$$

It is furthermore the case that $\operatorname{Tr}\left(\operatorname{Re}\left(\mathbf{v v}^{*}\right) \otimes \operatorname{Re}\left(\mathbf{w w}^{*}\right)\right)=1$, so if we define

$$
\begin{array}{ll}
\mathbf{x}_{\mathbf{1}}:=\frac{\operatorname{Re}(\mathbf{v}) \otimes \operatorname{Re}(\mathbf{w})}{\|\operatorname{Re}(\mathbf{v}) \otimes \operatorname{Re}(\mathbf{w})\|}, & \mathbf{x}_{\mathbf{2}}:=\frac{\operatorname{Re}(\mathbf{v}) \otimes \operatorname{Im}(\mathbf{w})}{\|\operatorname{Re}(\mathbf{v}) \otimes \operatorname{Im}(\mathbf{w})\|}, \\
\mathbf{x}_{\mathbf{3}}:=\frac{\operatorname{Im}(\mathbf{v}) \otimes \operatorname{Re}(\mathbf{w})}{\|\operatorname{Im}(\mathbf{v}) \otimes \operatorname{Re}(\mathbf{w})\|}, & \mathbf{x}_{\mathbf{4}}:=\frac{\operatorname{Im}(\mathbf{v}) \otimes \operatorname{Im}(\mathbf{w})}{\|\operatorname{Im}(\mathbf{v}) \otimes \operatorname{Im}(\mathbf{w})\|},
\end{array}
$$

then the quantity in Equation (5.21) is equal to some convex combination of the quantities

$$
\operatorname{Tr}\left(X\left(\mathbf{x}_{\mathbf{1}} \mathbf{x}_{\mathbf{1}}^{T}\right)\right), \quad \operatorname{Tr}\left(X\left(\mathbf{x}_{\mathbf{2}} \mathbf{x}_{\mathbf{2}}^{T}\right)\right), \quad \operatorname{Tr}\left(X\left(\mathbf{x}_{\mathbf{3}} \mathbf{x}_{\mathbf{3}}{ }^{T}\right)\right), \quad \text { and } \quad \operatorname{Tr}\left(X\left(\mathbf{x}_{\mathbf{4}} \mathbf{x}_{\mathbf{4}}^{T}\right)\right)
$$

It follows that there exists some $1 \leq j \leq 4$ such that

$$
\mu_{\max }^{\mathbb{C}}(X) \leq \operatorname{Tr}\left(X\left(\mathbf{x}_{\mathbf{j}} \mathbf{x}_{\mathbf{j}}^{T}\right)\right)=\mathbf{x}_{\mathbf{j}}^{T} X \mathbf{x}_{\mathbf{j}} \leq \mu_{\max }(X)
$$

which completes the proof.
It might be tempting to conjecture that if $B$ is real symmetric then $\mu_{\min }(B)=\mu_{\min }^{\mathbb{C}}(B)$, thus filling in an apparent "gap" in Lemma 5.2. We now present an example to show that this is not true:

Example 5.3. Consider the symmetric matrix

$$
B=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] \in M_{2} \otimes M_{2}
$$

Since $B^{\Gamma}=-B$, we know from Lemma 2.1 that $(\mathbf{v} \otimes \mathbf{w})^{T} B(\mathbf{v} \otimes \mathbf{w})=0$ for all $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{2}$, which implies $\mu_{\min }(B)=\mu_{\max }(B)=0$. On the other hand, $\mu_{\min }^{\mathbb{C}}(B)=-1$ and $\mu_{\max }^{\mathbb{C}}(B)=1$, which can be verified by noting that the eigenvalues of $B$ are $\lambda_{\max }(B)=1$ and $\lambda_{\min }(B)=-1$, and some corresponding eigenvectors are $(1, i) \otimes(1,-i)$ and $(1, i) \otimes(1, i)$, respectively.

Remark 5.4. Lemma 5.2 tells us that the product vector optimizations introduced in Equation (2.1) and (5.20) do not depend on the choice of field ( $\mathbb{R}$ or $\mathbb{C}$ ) when real $B \in M_{m} \otimes M_{n}$ satisfies $B=B^{T}=B^{\Gamma}$. These constraints on $B$ are equivalent to the requirement that $B \in M_{m}^{\mathrm{S}} \otimes M_{n}^{\mathrm{S}}$.

This vector space is strictly smaller than the vector space of symmetric matrices in $M_{m} \otimes M_{n}$ : the former has dimension $m n(m+1)(n+1) / 4$, while the latter has dimension $m n(m n+1) / 2$. This contrasts quite starkly with the complex case, where (here we use $M_{n}^{\mathrm{H}}$ to denote the set of $n \times n$ complex Hermitian matrices) $M_{m}^{\mathrm{H}} \otimes M_{n}^{\mathrm{H}}$ is isomorphic in a natural way to the vector space of Hermitian matrices in $M_{m}(\mathbb{C}) \otimes M_{n}(\mathbb{C})$; they are both real vector spaces with dimension $m^{2} n^{2}$. See [22] for further discussion of these sorts of issues.

Examples 5.1 and 5.3 show that we have to be extremely careful when trying to apply our results to optimizations over complex product vectors - the matrix $B$ has to be real, symmetric, and equal to its own partial transpose:

Corollary 5.5. Suppose $X \in M_{m}^{\mathrm{S}} \otimes M_{n}^{\mathrm{S}}$ and let $B \in M_{m} \otimes M_{n}$ be any matrix for which $X=(B+$ $\left.B^{T}+B^{\Gamma}+\left(B^{T}\right)^{\Gamma}\right) / 4$. Then

$$
\mu_{\min }^{\mathbb{C}}(X) \geq W_{\min }^{1+i}(B) \quad \text { and } \quad \mu_{\max }^{\mathbb{C}}(X) \leq W_{\max }^{1+i}(B)
$$

Proof. This follows immediately from combining Theorem 3.1 and Lemma 5.2.
5.1. Application to entanglement witnesses. A standard application of Corollary 5.5 would be to show that a given matrix $X \in M_{m}^{\mathrm{H}} \otimes M_{n}^{\mathrm{H}}$ is, in the terminology of quantum information theory, an entanglement witness [35], which just means that $X$ has $\mu_{\min }^{\mathbb{C}}(X) \geq 0$ but is not positive semidefinite. We illustrate this procedure with an example.

Example 5.6. Recall the Choi map $\Phi$ from Equation (4.16). It is known that (if $\cdot$ denotes 0 ) the matrix

$$
X=\frac{1}{4}\left(C_{\Phi}+C_{\Phi}^{T}+C_{\Phi}^{\Gamma}+\left(C_{\Phi}^{T}\right)^{\Gamma}\right)=\frac{1}{2}\left[\begin{array}{ccc|ccc|ccc}
2 & \cdot & \cdot & \cdot & -1 & \cdot & \cdot & \cdot & -1 \\
\cdot & \cdot & \cdot & -1 & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & 2 & \cdot & \cdot & \cdot & -1 & \cdot & \cdot \\
\hline \cdot & -1 & \cdot & 2 & \cdot & \cdot & \cdot & \cdot & \cdot \\
-1 & \cdot & \cdot & \cdot & 2 & \cdot & \cdot & \cdot & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & -1 & \cdot \\
\hline \cdot & \cdot & -1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & -1 & \cdot & 2 & \cdot \\
-1 & \cdot & \cdot & \cdot & -1 & \cdot & \cdot & \cdot & 2
\end{array}\right],
$$

is an entanglement witness, but verifying this fact computationally is difficult. To get an idea of the effectiveness of a computational technique for showing that a matrix is an entanglement witness, we can ask for the smallest $0 \leq c \in \mathbb{R}$ such that the technique succeeds on the input matrix $X+c I$.

Perhaps the computationally simplest such $c$ to find is $c=-\lambda_{\min }(X)$, which is equal to $(\sqrt{2}-1) / 2 \approx$ 0.2071 in this case. However, $X+c I$ is technically not an entanglement witness for this value of $c$, since it is actually positive semidefinite. A better (i.e., smaller) can be computed by the following (much more expensive) semidefinite programming relaxation, which is common in quantum information theory [15]:

$$
\begin{aligned}
\operatorname{minimize} & c \\
\text { subject to: } & X+c I=Y+Z^{\Gamma} \\
& Y, Z \succeq O
\end{aligned}
$$

This semidefinite program has an optimal value of $c=2 / \sqrt{3}-1 \approx 0.1547$, which is slightly better than the trivial eigenvalue bound. In quantum information theory terminology, this means that $X+c I$ is a decomposable entanglement witness [1] for this value of $c$. The bound of Corollary 5.5 does just as well and shows that $X+c I$ is an entanglement witness when $c=-W_{\min }^{1+i}\left(C_{\Phi}\right)=2 / \sqrt{3}-1 \approx 0.1547$ (see Figure 5 and also compare with Figure 4) via a fraction of the computational resources.

We do note, however, that our method is not as powerful as semidefinite programming in general. Just like we saw in Section 3.1, our method is faster than the usual semidefinite programming relaxations, and can handle larger programs, at the expense of typically giving a weaker bound.


Figure 5: The numerical range of $C_{\Phi}+i C_{\Phi}^{\Gamma}$, where $\Phi$ is the Choi map on $M_{3}$.
6. Multipartite generalization. We now (and for the rest of the paper) return to the case of only considering real matrices and vectors, and we generalize our results to tensor optimizations in which there are more than two tensor factors. Throughout this section, we fix positive integers $p, n_{1}, n_{2}, \ldots, n_{p}$, and a matrix $B \in M_{n_{1}} \otimes \cdots \otimes M_{n_{p}}$. Our goal is to show how our results (Theorems 3.1 and 3.2 in particular) can be generalized to bound the quantities

$$
\begin{align*}
& \mu_{\min }(B) \stackrel{\text { def }}{=} \min _{\mathbf{v}_{\mathbf{j}} \in \mathbb{R}_{j}}\left\{\left(\mathbf{v}_{\mathbf{1}} \otimes \cdots \otimes \mathbf{v}_{\mathbf{p}}\right)^{T} B\left(\mathbf{v}_{\mathbf{1}} \otimes \cdots \otimes \mathbf{v}_{\mathbf{p}}\right):\left\|\mathbf{v}_{\mathbf{j}}\right\|=1 \text { for all } 1 \leq j \leq p\right\} \text { and } \\
& \mu_{\max }(B) \stackrel{\text { def }}{=} \max _{\mathbf{v}_{\mathbf{j}} \in \mathbb{R}^{n_{j}}}\left\{\left(\mathbf{v}_{\mathbf{1}} \otimes \cdots \otimes \mathbf{v}_{\mathbf{p}}\right)^{T} B\left(\mathbf{v}_{\mathbf{1}} \otimes \cdots \otimes \mathbf{v}_{\mathbf{p}}\right):\left\|\mathbf{v}_{\mathbf{j}}\right\|=1 \text { for all } 1 \leq j \leq p\right\} \tag{6.23}
\end{align*}
$$

If $p=2$ then these quantities simplify to exactly the quantities (2.1) that we considered earlier.
Now that we are considering tensor optimizations on more than just two systems, we need to introduce two modifications of tools that we used previously before we can generalize Theorems 3.1 and 3.2. First, we cannot simply make use of the partial transpose of Equation (2.3). Instead, we can now transpose any combination of the $p$ subsystems, not just the second subsystem. That is, for $1 \leq j \leq p$ we define the $j$-th partial transpose of a matrix $B=\sum_{\ell} X_{1, \ell} \otimes X_{2, \ell} \otimes \cdots \otimes X_{p, \ell}$ as

$$
\begin{equation*}
\Gamma_{j}(B) \stackrel{\text { def }}{=} \sum_{\ell} X_{1, \ell} \otimes \cdots \otimes X_{j-1, \ell} \otimes X_{j, \ell}^{T} \otimes X_{j+1, \ell} \otimes \cdots \otimes X_{p, \ell} \tag{6.24}
\end{equation*}
$$

Slightly more generally, if $S \subseteq[p]$ is any subset of $[p]=\{1,2, \ldots, p\}$, then we define $\Gamma_{S}$ to be the composition of $\Gamma_{j}$ for each $j \in S$.

Second, instead of the numerical range, we now make use of the joint numerical range, which is defined for $A_{1}, A_{2}, \ldots, A_{k} \in M_{n}^{\mathrm{S}}$ by

$$
\begin{equation*}
W\left(A_{1}, A_{2}, \ldots, A_{k}\right) \stackrel{\text { def }}{=}\left\{\left(\mathbf{v}^{*} A_{1} \mathbf{v}, \mathbf{v}^{*} A_{2} \mathbf{v}, \ldots, \mathbf{v}^{*} A_{k} \mathbf{v}\right): \mathbf{v} \in \mathbb{C}^{n},\|\mathbf{v}\|=1\right\} \tag{6.25}
\end{equation*}
$$

In the special case when $k=2$, the joint numerical range $W\left(A_{1}, A_{2}\right)$ is exactly equal to the (regular, not joint) numerical range $W\left(A_{1}+i A_{2}\right)$, if we identify $\mathbb{R}^{2}$ with $\mathbb{C}$ in the usual way. Unlike the numerical range, however, when $k \geq 4$ or $(k, n)=(3,2)$ the joint numerical range is not convex in general (see [3], for example).

Our bounds on $\mu_{\max }(B)$ and $\mu_{\min }(B)$ will depend on the following joint numerical range of several partial transpositions of of $B$. In particular, if $P=\left\{S_{1}, S_{2}, \ldots, S_{k}\right\} \subseteq \mathcal{P}([p])$ is any nonempty member of the power set of $[p]$, then we define

$$
\begin{equation*}
W^{P, \mathbf{1}}(B) \stackrel{\text { def }}{=}\left\{c \in \mathbb{R}:(c, c, \ldots, c) \in W\left(\Gamma_{S_{1}}(B), \Gamma_{S_{2}}(B), \ldots, \Gamma_{S_{k}}(B)\right)\right\} \tag{6.26}
\end{equation*}
$$

As with the bipartite case of $W^{1+i}(B)$ from Equation (3.9), $W^{P, \mathbf{1}}(B)$ is always nonempty since it contains, for example $\left(\mathbf{e}_{1} \otimes \cdots \otimes \mathbf{e}_{1}\right)^{T} B\left(\mathbf{e}_{1} \otimes \cdots \otimes \mathbf{e}_{1}\right)$. Also similar to the bipartite case, we denote its extreme values by

$$
W_{\min }^{P, \mathbf{1}}(B) \stackrel{\text { def }}{=} \min \left\{c \in W^{P, \mathbf{1}}(B)\right\} \quad \text { and } \quad W_{\max }^{P, \mathbf{1}}(B) \stackrel{\text { def }}{=} \max \left\{c \in W^{P, \mathbf{1}}(B)\right\}
$$

Since $W\left(\Gamma_{S_{1}}(B), \Gamma_{S_{2}}(B), \ldots, \Gamma_{S_{k}}(B)\right)$ is compact $[29$, Property $(\mathrm{F})]$, so too is $W^{P, 1}(B)$, and thus these bounds are attained and well defined. We are finally in a position to state the main result of this section:

Theorem 6.1. Let $B \in M_{n_{1}} \otimes \cdots \otimes M_{n_{p}}$ and let $P \subseteq \mathcal{P}([p])$ be non-empty. Then

$$
\mu_{\min }(B) \geq W_{\min }^{P, \mathbf{1}}(B) \quad \text { and } \quad \mu_{\max }(B) \leq W_{\max }^{P, \mathbf{1}}(B)
$$

For example, if $p=2$ and $P=\{\{ \},\{2\}\}$, then this theorem recovers exactly Theorem 3.1, since the two members of $P$ correspond to taking the partial transpose on no subsystems (i.e., $B$ itself) and taking the partial transpose on the 2 nd subsystem (which we simply called $B^{\Gamma}$ ).

In general, choosing a larger set $P$ results in a tighter bound on $\mu_{\min }(B)$ and $\mu_{\min }(B)$ in Theorem 6.1 , at the expense of increased computational resources. However, there is never any advantage to choosing $P$ so that $|P|>2^{p-1}$ (which is why we chose $P$ with $|P|=2$ in the $p=2$ case, for example, rather than choosing $P=\{\{ \},\{1\},\{2\},\{1,2\}\}$ with $|P|=4)$. To see why this is the case, notice that if $S \in P$ then there is nothing to be gained by having $[p] \backslash S \in P$, since $\Gamma_{[p] \backslash S}(B)=\left(T \circ \Gamma_{S}\right)(B)$, so $\mathbf{x}^{T} \Gamma_{[p] \backslash S}(B) \mathbf{x}=\mathbf{x}^{T} \Gamma_{S}(B) \mathbf{x}$ for all $\mathbf{x} \in R^{n_{1} \cdots n_{p}}$, so $W^{P, \mathbf{1}}(B)$ does not depend on whether or not $[p] \backslash S \in P$.

Proof of Theorem 6.1. We only prove the rightmost inequality for brevity, as the proof of the left inequality is almost identical.

By compactness of the set of unit product vectors, we know that there exists $\mathbf{x}=\mathbf{v}_{\mathbf{1}} \otimes \cdots \otimes \mathbf{v}_{\mathbf{p}} \in$ $\mathbb{R}^{n_{1}} \otimes \cdots \otimes \mathbb{R}^{n_{p}}$ such that $\|\mathbf{x}\|=1$ and $\mathbf{x}^{T} B \mathbf{x}=\mu_{\max }(B)$. Then for all $S \in P$ we have $\Gamma_{S}\left(\mathbf{x} \mathbf{x}^{T}\right)=\mathbf{x} \mathbf{x}^{T}$, so

$$
\mathbf{x}^{T} \Gamma_{S}(B) \mathbf{x}=\operatorname{Tr}\left(\Gamma_{S}(B) \mathbf{x} \mathbf{x}^{T}\right)=\operatorname{Tr}\left(B \Gamma_{S}\left(\mathbf{x} \mathbf{x}^{T}\right)\right)=\operatorname{Tr}\left(B \mathbf{x} \mathbf{x}^{T}\right)=\mathbf{x}^{T} B \mathbf{x}=\mu_{\max }(B)
$$

where we used the fact that each partial transpose map $\Gamma_{S}$ is its own dual in the trace inner product (i.e., $\operatorname{Tr}\left(\Gamma_{S}(X)^{T} Y\right)=\operatorname{Tr}\left(X^{T} \Gamma_{S}(Y)\right)$ for all matrices $X$ and $Y$ ). It follows that $\mu_{\max }(B) \in W^{P, 1}(B)$, so $\mu_{\max }(B) \leq W_{\max }^{P, \mathbf{1}}(B)$.

Our final result generalizes Theorem 3.2 to this multipartite setting (once again, that result comes from choosing $p=2$ and $P=\{\{ \},\{2\}\}$ in this generalization). Note that we need $B$ to be symmetric in this theorem so that we can ensure that the eigenvalues considered are real.

Theorem 6.2. Let $B \in M_{n_{1}} \otimes \cdots \otimes M_{n_{p}}$ be symmetric and let $P=\left\{S_{1}, S_{2}, \ldots, S_{k}\right\} \subseteq \mathcal{P}([p])$ be nonempty. Then

$$
\begin{align*}
& W_{\min }^{P, \mathbf{1}}(B)=\max _{p_{j} \in \mathbb{R}}\left\{\lambda_{\min }\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right): \sum_{j=1}^{k} p_{j}=1\right\} \text { and }  \tag{6.27}\\
& W_{\max }^{P, \mathbf{1}}(B)=\min _{p_{j} \in \mathbb{R}}\left\{\lambda_{\max }\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right): \sum_{j=1}^{k} p_{j}=1\right\} . \tag{6.28}
\end{align*}
$$

Proof. We only prove the lower equality for sake of brevity. Let $\mathbf{x} \in \mathbb{R}^{n_{1} \cdots n_{p}}$ be a unit vector for which $\mathbf{x}^{*} \Gamma_{S_{j}}(B) \mathbf{x}=W_{\max }^{P, 1}(B)$ for all $1 \leq j \leq k$. If $\sum_{j=1}^{k} p_{j}=1$ then

$$
\mathbf{x}^{*}\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right) \mathbf{x}=\sum_{j=1}^{k} p_{j}\left(\mathbf{x}^{*} \Gamma_{S_{j}}(B) \mathbf{x}\right)=\sum_{j=1}^{k} p_{j} W_{\max }^{P, \mathbf{1}}(B)=W_{\max }^{P, \mathbf{1}}(B)
$$

and thus $W_{\max }^{P, \mathbf{1}}(B) \leq \lambda_{\max }\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right)$.
To see that opposite inequality is attained for some particular choice of $p_{1}, p_{2}, \ldots, p_{k}$ (and thus complete the proof), we make use of Farkas' Lemma from semidefinite programming (see [30, Lemma 3.3], for example), which we state here for clarity:

Farkas' Lemma. Let $A_{1}, \ldots, A_{m}$ and $C$ be real symmetric matrices. Then, there exist $z_{1}, \ldots, z_{m} \in \mathbb{R}$ such that $z_{1} A_{1}+\cdots+z_{m} A_{m}-C$ is positive definite if and only if there does not exist a non-zero (symmetric) PSD matrix $Y$ such that $\operatorname{Tr}(C Y) \geq 0$ and $\operatorname{Tr}\left(A_{j} Y\right)=0$ for all $1 \leq j \leq m$.

To make use of this lemma, we fix $\varepsilon>0$, set $m=k-1$ and choose the following matrices $A_{1}, \ldots, A_{m}$, and $C$ :

- $A_{j}=\Gamma_{S_{1}}(B)-\Gamma_{S_{j+1}}(B)$ for all $1 \leq j \leq m$, and
- $C=\Gamma_{S_{1}}(B)-\left(W_{\max }^{P, 1}(B)+\varepsilon\right) I$.

We claim that there does not exist a nonzero (symmetric) PSD matrix $Y$ such that $\operatorname{Tr}(C Y) \geq 0$ and $\operatorname{Tr}\left(A_{j} Y\right)=0$ for all $1 \leq j \leq m$. To verify this claim, it suffices (thanks to the spectral decomposition) to consider the case when $Y=\mathbf{y y}^{T}$ has rank 1, and by rescaling $Y$ we can assume without loss of generality that $\|\mathbf{y}\|=1$. Then $\operatorname{Tr}\left(A_{j} Y\right)=0$ for all $1 \leq j \leq m$ implies $\mathbf{y}^{T} \Gamma_{S_{1}}(B) \mathbf{y}=\mathbf{y}^{T} \Gamma_{S_{j+1}}(B) \mathbf{y}$ for all $1 \leq j \leq m$, so $\mathbf{y}^{T} \Gamma_{S_{1}}(B) \mathbf{y} \leq W_{\max }^{P, \mathbf{1}}(B)$. The condition $\operatorname{Tr}(C Y) \geq 0$ implies $\mathbf{y}^{T} \Gamma_{S_{1}}(B) \mathbf{y} \geq W_{\max }^{P, \mathbf{1}}(B)+\varepsilon$, which cannot also be true, so $Y$ does not exist.

Farkas' Lemma thus tells us that there exist $z_{1}, \ldots, z_{m} \in \mathbb{R}$ such that $z_{1} A_{1}+\cdots+z_{m} A_{m}-C$ is positive definite. Plugging in our particular choices of $A_{1}, \ldots, A_{m}$ and $C$ shows that there exist $z_{1}, \ldots, z_{m} \in \mathbb{R}$ for which

$$
\left(W_{\max }^{P, \mathbf{1}}(B)+\varepsilon\right) I+\left(\sum_{j=1}^{m} z_{j}-1\right) \Gamma_{S_{1}}(B)-\sum_{j=1}^{m} z_{j} \Gamma_{S_{j+1}}(B)
$$

is positive definite. For $1 \leq j \leq m=k-1$, we set $p_{j}=z_{j}$, and we set $p_{k}=1-\sum_{j=1}^{m} z_{j}$ so that $\sum_{j=1}^{k} p_{j}=1$. It follows that the matrix

$$
\left(W_{\max }^{P, 1}(B)+\varepsilon\right) I-\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)
$$

is positive definite, so

$$
\left.W_{\max }^{P, \mathbf{1}}(B)+\varepsilon>\lambda_{\max }\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right)\right)
$$

Since $\varepsilon>0$ was arbitrary and the function that we are minimizing in Equation (6.28) is a convex function of $p_{1}, \ldots, p_{k}$, we conclude that there exist $p_{1}, \ldots, p_{k}$ for which $\sum_{j=1}^{k} p_{j}=1$ and

$$
\left.W_{\max }^{P, 1}(B) \geq \lambda_{\max }\left(\sum_{j=1}^{k} p_{j} \Gamma_{S_{j}}(B)\right)\right)
$$

completing the proof.

## Appendix A. Implementation of Theorem 3.1.

We now describe two methods of numerically computing $W_{\min }^{1+i}(B)$ and $W_{\max }^{1+i}(B)$, both of which we have implemented in MATLAB [34].

The conceptually easiest way to approximate the numerical range of a given matrix (and thus compute $W_{\min }^{1+i}(B)$ and $W_{\max }^{1+i}(B)$ ) is to simply generate a large number of random unit vectors $\mathbf{v}$ and compute $\mathbf{v}^{*} A \mathbf{v}$ for each of them. However, this method only yields a vague semblance of some points on the interior of $W(A)$, and typically does not properly demonstrate the actual shape of the numerical range unless an astronomical number of random unit vectors are chosen. A much better method is demonstrated in [23, Chapter 1.5], which we outline here.

Suppose $A \in M_{n}(\mathbb{C})$ has Cartesian decomposition $A=H(A)+S(A)$, where

$$
H(A)=\frac{1}{2}\left(A+A^{*}\right) \quad \text { and } \quad S(A)=\frac{1}{2}\left(A-A^{*}\right),
$$

denote the Hermitian and skew-Hermitian pieces of $A$, respectively. Then $H(A)$ acts as a sort of orthogonal projection on to the real line for the numerical range: $W(H(A))=\operatorname{Re}(W(A))$. It is also the case that $W(H(A))$ is simply the closed interval from $\lambda_{\min }(H(A))$ to $\lambda_{\max }(H(A))$, since Hermitian matrices are normal, and the numerical range of a normal matrix is the convex hull of its eigenvalues. When we combine these facts with the observation that $e^{-i \theta} W\left(e^{i \theta} A\right)=W(A)$, we can obtain a boundary point of $W(A)$ whose tangent is normal to any given angle $\theta$ by first rotating $A$, computing the largest eigenvalue of the Hermitian part of the new matrix, and conjugating the original $A$ by the corresponding eigenvector. Some of these steps are illustrated in Figure 6, where $\mathbf{x}$ is the eigenvector corresponding to the eigenvalue $\lambda_{\max }\left(H\left(e^{i \theta} A\right)\right)$.

Once we have a set of boundary points, we can compute an inner approximation of the numerical range by simply connecting them, or since we know the angle of the tangent at each point, we can compute an outer approximation by finding the intersections of each half-plane described by a tangent.

Note however that evenly spacing choices of $\theta$ does not determine evenly space points along the boundary of $W(A)$; in particular if the boundary of $W(A)$ contains a flat region, this method will not yield any points along it, it will only result in the endpoints being computed.

Our method for computing $W_{\min }^{1+i}(B)$ and $W_{\max }^{1+i}(B)$ efficiently is then to perform a binary search on values of $\theta$ to compute boundary points as close as possible both below and above the line of slope 1 . This process may not yield boundary points arbitrarily close to the line, but it does yield points whose tangents are at arbitrarily close angles. If those points themselves are not sufficiently close, the tangent angle at $W_{\min }^{1+i}(B)$ or $W_{\max }^{1+i}(B)$ must lie between that of the surrounding points, and since their angles differ only by an arbitrarily small amount, we can approximate the value in question by drawing a straight line between them.


Figure 6: An illustration of the steps used to compute a boundary point of $W(A)$.

Another completely different method of computing $W_{\min }^{1+i}(B)$ and $W_{\max }^{1+i}(B)$ is suggested by Theorem 3.2. Since $\lambda_{\min }\left(p B+(1-p) B^{\Gamma}\right)$ and $\lambda_{\max }\left(p B+(1-p) B^{\Gamma}\right)$ are concave and convex functions of $p$, respectively, we can perform ternary search on $p$ to numerically find the value that maximizes the minimum eigenvalue or minimizes the maximum eigenvalue. We have found that, in practice, this method performs comparably to the method of computing the boundary of $W(A)$.
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