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REFINEMENT OF VON NEUMANN-TYPE INEQUALITIES ON PRODUCT EATON

TRIPLES∗
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Abstract. In this paper, a von Neumann-type inequality is studied on an Eaton triple (V,G,D), where V is a real inner

product space, G is a compact subgroup of the orthogonal group O(V ), and D ⊂ V is a closed convex cone. By using an

inner structure of an Eaton triple, a refinement of this inequality is shown. In the special case G = O(V ), a refinement of the

Cauchy-Schwarz inequality is obtained.
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1. Introduction. Throughout the paper, unless otherwise indicated, (V, 〈·, ·〉) is a finite-dimensional

real inner product space, G is a compact subgroup of the orthogonal group O(V ) acting on V , and D ⊂ V

is a closed convex cone.

The group G induces the preorder ≺G on V , called G-majorization, as follows. For x, y ∈ V ,

y ≺G x iff y ∈ convGx,

where convGx denotes the convex hull of the set Gx = {gx : g ∈ G}.

We say that the structure (V,G,D) is an Eaton triple, if

(A1) for each x ∈ V there exist g ∈ G and y ∈ D such that x = gy,

(A2) 〈x, gy〉 ≤ 〈x, y〉 for all x, y ∈ D and g ∈ G.

The interested reader is referred to [3]–[10], [14]–[23], [25]–[29] for applications of Eaton triples. A

generalization of the notion of Eaton triple is the concept of Fan-Theobald-von Neumann (FTvN) systems

(see [10]).

For an Eaton triple (V,G,D) and for each x ∈ V , the set D ∩Gx has the unique element denoted by x↓
(see [4, p. 15)], [17, p. 14]). This allows to define the normal map (·)↓ of (V,G,D) by V 3 x 7→ x↓ ∈ D [12].

It is readily seen that for each x ∈ V ,

(1.1) x = gx↓ for some g ∈ G.

Evidently, 0↓ = 0, because 0 ∈ D ∩ (G 0).

Also, the normal map (·)↓ is G-invariant in the sense that

(1.2) (gx)↓ = x↓ for any x ∈ V and g ∈ G.
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Because any two vectors x, y ∈ V have the representations x = g1x↓ and y = g2y↓ for some g1, g2 ∈ G ⊂
O(V ), the inequality in condition (A2) can be restated equivalently as

(1.3) 〈x, y〉 ≤ 〈x↓, y↓〉 for all x, y ∈ V .

We shall call (1.3) von Neumann-type inequality for Eaton triple (V,G,D) with normal map (·)↓.

In this paper, our goal is to refine inequality (1.3) and, in particular, to refine the standard Cauchy-

Schwarz inequality in the spirit of results of Hovenier [11] and Abramovich, Mond and Pečarić [1].

We complete this section with some important examples of Eaton triples.

Example 1. Let V = Mn, the space of all n × n complex matrices with the trace inner product:

〈x, y〉 = Re trxy∗ for x, y ∈ Mn. Let G be the group of all linear operators of the form x → u1xu2 with

x ∈Mn and u1, u2 running over the unitary group Un. Put

D = {diag (d1, . . . , dn) : d1 ≥ . . . ≥ dn ≥ 0},

where for an n-tuple d = (d1, . . . , dn) ∈ Rn, the symbol diag d denotes the diagonal matrix with the entries

of d on the main diagonal.

Then, (V,G,D) is an Eaton triple, because condition (A1) is the Singular Value Decomposition Theorem

for complex matrices and (A2) takes the form of the following von Neumann trace inequality (cf. [4, 6]):

Re trxu1yu2 ≤
n∑

i=1

σi(x)σi(y) for x, y ∈Mn and u1, u2 ∈ Un,

where σ(z) = (σ1(z), . . . , σn(z)) stands for the n-tuple of the singular values σ1(z) ≥ . . . ≥ σn(z) ≥ 0 of a

complex matrix z ∈Mn arranged in the descending order.

In this situation, the normal map is given by

x↓ = diag σ(x) for x ∈Mn.

Example 2. Take V to be the space Hn of all n× n Hermitian matrices with the trace inner product:

〈x, y〉 = trxy for x, y ∈ Hn. Let G be the group of all linear operators of the form x → uxu∗ with x ∈ Hn

and u running over the unitary group Un. Additionally, let

D = {diag (d1, . . . , dn) : d1 ≥ . . . ≥ dn}.

Then, (V,G,D) is an Eaton triple. In fact, statement (A1) is the Spectral Theorem for Hermitian

matrices, while (A2) reduces to Fan-Theobald’s inequality (cf. [4, 6]):

trxuyu∗ ≤
n∑

i=1

λi(x)λi(y) for x, y ∈ Hn and u ∈ Un,

where λ(z) = (λ1(z), . . . λn(z)) stands for the n-tuple of the eigenvalues λ1(z) ≥ . . . ≥ λn(z) of a Hermitian

matrix z ∈ Hn arranged in the descending order.

Here, the normal map is of the form

x↓ = diag λ(x) for x ∈ Hn.



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 39, pp. 199-213, April 2023.

201 Refinement of von Neumann-type inequalities on product Eaton triples

Example 3. Let (V, 〈·, ·〉) be a real inner product space with norm ‖ · ‖ = 〈·, ·〉1/2. Let e ∈ V be a

nonzero vector of norm one. We put G = O(V ), the full orthogonal group acting on V , and D = cone e, the

convex cone spanned by the vector e.

Then, (V,G,D) is an Eaton triple. In fact, condition (A1) holds, because each vector x ∈ V has the

representation x = g0(‖x‖e) for some orthogonal operator g0 on V . Moreover, condition (A2) is fulfilled by

the Cauchy-Schwarz inequality: for any x, y ∈ V and g ∈ G = O(V ),

〈x, gy〉 ≤ ‖x‖‖gy‖ = ‖x‖‖y‖ = 〈‖x‖e, ‖y‖e〉 = 〈x↓, y↓〉,

where 〈e, e〉 = ‖e‖2 = 1, and z↓ = ‖z‖e for z ∈ V defines the normal map of (V,G,D).

Example 4. Another important example of Eaton triple is related to the notion of (classical) majoriza-

tion on Rn [13].

An n-tuple y = (y1, y2, . . . , yn) ∈ Rn is said to be majorized by an n-tuple x = (x1, x2, . . . , xn) ∈ Rn

(which is written as y ≺ x), if

k∑
i=1

y[i] ≤
k∑

i=1

x[i] for all k = 1, 2, . . . , n, and

n∑
i=1

yi =

n∑
i=1

xi,

where z[i] stands for the ith largest entry of an n-tuple z = (z1, z2, . . . , zn) ∈ Rn (see [13, p. 8], [2, p. 28])).

In this situation ,(Rn,Pn, D) is an Eaton triple, where Pn is the group of all n × n permutation ma-

trices and D = {(d1, d2, . . . , dn) ∈ Rn : d1 ≥ d2 ≥ . . . ≥ dn}. Here, the normal map is defined by

x = (x1, x2, . . . , xn) 7→ x↓ = (x[1], x[2], . . . , x[n]) for x ∈ Rn.

In the next section, for a given Eaton triple (V,G,D) we make use an inner structure of the linear space

V in order to establish a refinement of the related inequality 〈x, y〉 ≤ 〈x↓, y↓〉 for x, y ∈ V . In doing so, we

apply further Eaton triples defined on some subspaces of V and connected by some special relationships.

2. Refining von Neumann-type inequality. We begin this section with some properties of Eaton

triples that will be engaged in refining von Neumann-type inequality 〈x, y〉 ≤ 〈x↓, y↓〉.

Firstly, it should be noticed that a product of Eaton triples can be made into another Eaton triple

[24]. To see this, assume that (V, 〈·, ·〉) is a real (finite-dimensional) inner product space and V admits

decomposition

V = V1 + · · ·+ Vm,

with mutually orthogonal nonzero subspaces Vi of V , i = 1, . . . ,m. Let (Vi, Gi, Di) be an Eaton triple for

some closed group Gi ⊂ O(Vi) and closed convex cone Di ⊂ Vi. We introduce

D := D1 + · · ·+Dm,

and take

G̃ := G1 × · · · ×Gm,

to be the group of all linear operators (g1, . . . , gm) with gi ∈ Gi, i = 1, . . . ,m, acting on V = V1 + · · ·+ Vm
by

(g1, . . . , gm)(x1 + · · ·+ xm) := g1x1 + · · ·+ gmxm for xi ∈ Vi.
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It is not hard to check that G̃ ⊂ O(V ) and

(2.4) (V, G̃,D) is an Eaton triple.

We shall call (V, G̃,D) the product of Eaton triples (Vi, Gi, Di), i = 1, . . . ,m and write

(V, G̃,D) = (V1, G1, D1)⊕ . . .⊕ (Vm, Gm, Dm).

Example 5. Referring to Example 2, we consider the following real linear spaces of 2n× 2n matrices:

V1 =

{(
x1 0

0 0

)
: x1 ∈ Hn

}
and V2 =

{(
0 0

0 x2

)
: x2 ∈ Hn

}
,

V = V1 + V2 =

{(
x1 0

0 x2

)
: x1, x2 ∈ Hn

}
.

We equip V , V1, and V2 with the standard trace inner product of H2n.

We also introduce closed convex cones:

D1 =

{(
diag d1 0

0 0

)
: d1 ∈ Rn

↓

}
and D2 =

{(
0 0

0 diag d2

)
: d2 ∈ Rn

↓

}
,

D = D1 +D2 =

{(
diag d1 0

0 diag d2

)
: d1, d2 ∈ Rn

↓

}
,

where Rn
↓ denotes the set of all real n-tuples decreasingly ordered.

Additionally, we employ the following groups of unitary similarity operations:

G1 =

{(
u1 0

0 In

)
(·)
(
u1 0

0 In

)∗
: u1 ∈ Un

}
and G2 =

{(
In 0

0 u2

)
(·)
(
In 0

0 u2

)∗
: u2 ∈ Un

}
,

G =

{(
u1 0

0 u2

)
(·)
(
u1 0

0 u2

)∗
: u1 ∈ Un

}
,

where In stands for the identity n× n matrix.

It easily seen that(
u1 0

0 u2

)(
x1 0

0 x2

)(
u1 0

0 u2

)∗
=

(
u1x1u

∗
1 0

0 u2x2u
∗
2

)

=

(
u1 0

0 In

)(
x1 0

0 0

)(
u1 0

0 In

)∗
+

(
In 0

0 u2

)(
0 0

0 x2

)(
In 0

0 u2

)∗
.

So, G = G1 × G2 is the product group of G1 and G2. Therefore, (V,G,D) is the product of Eaton triples

(V1, G1, D1) and (V2, G2, D2). This conclusion completes Example 5.

On the other hand, an Eaton triple (V,G,D) induces some further Eaton triples on its G-invariant

subspaces, as shown in the below lemma.
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Remind that a subspace V0 in V is said to be G-invariant, if gx ∈ V0 for all x ∈ V0 and g ∈ G.

In the sequel, the symbol G|Vi
stands for the set {g|Vi

: g ∈ G}, where g|Vi
denotes the restriction of a

map g to a linear subspace Vi.

The following result is a slight extension of [24, Theorem 2.1].

Lemma 6 (Cf. [24, Theorem 2.1]). Let (V,G,D) be an Eaton triple and

V = V1 + . . .+ Vm,

with G-invariant mutually orthogonal nonzero subspaces Vi, and Gi = G|Vi
and Di = D ∩ Vi, i = 1, . . . ,m.

Then,

(2.5) (Vi, Gi, Di) is an Eaton triple, i = 1, . . . ,m,

(2.6) D = D1 + . . .+Dm,

(2.7) G|W = (G1 × . . .×Gm)|W , where W = spanD,

(2.8) for each x ∈ V , Gx = (G1 × . . .×Gm)x.

Proof. The assertions (2.5), (2.6), and (2.7) follow directly from [24, Theorem 2.1].

In order to prove (2.8), fix arbitrarily x ∈ V . Since (V,G,D) is an Eaton triple, we get x = g0x↓ for

some g0 ∈ G and x↓ ∈ D by condition (A1). Denote D0 = g0D. Then, x ∈ D0 and (V,G,D0) is an Eaton

triple, too. By applying [24, Theorem 2.1] for the Eaton triple (V,G,D0) with Gi = G|Vi
and Di,0 = D0∩Vi,

i = 1, . . . ,m, we obtain that

(Vi, Gi, Di,0) is an Eaton triple, i = 1, . . . ,m,

D0 = D1,0 + . . .+Dm,0,

(2.9) G|W0
= (G1 × . . .×Gm)|W0

, where W0 = spanD0.

In particular, for x ∈ D0 ⊂W0, we deduce from (2.9) that

Gx = (G1 × . . .×Gm)x,

which was to be proved.

In the context of Lemma 6, in general it holds that

(2.10) G ⊂ G̃ = G1 × . . .×Gm.

Usually, the reverse inclusion does not hold; however, (2.7) is a partial converse of (2.10).
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Condition (2.7) guarantees that for x1 ∈ D1, ... , xm ∈ Dm

(2.11) (G1 × · · · ×Gm)(x1 + . . .+ xm) ⊂ G(x1 + . . .+ xm).

In the next lemma, we demonstrate a preliminary result about the expression 〈x↓, y↓〉. To do so, we use

a collection of Eaton triples connected by condition (2.12) of type (2.11).

In what follows, (·)↓i stands for the normal map of an Eaton triple (Vi, Gi, Di) for i = 1, . . . ,m, while

(·)↓ is the normal map of an Eaton triple (V,G,D) (see Lemma 7). Additionally, (·)↓(j) denotes the normal

map of yet another Eaton triple (V (j), G(j), D(j)) for j = 1, . . . ,m (see Theorem 8).

Lemma 7. Let (V,G,D) be an Eaton triple with normal map (·)↓. Suppose V has the orthogonal decom-

position V = V1 + · · ·+ Vm, where Vi, i = 1, . . . ,m, are nonzero subspaces of V .

Let (Vi, Gi, Di) be an Eaton triple with normal map (·)↓i, where Gi ⊂ O(Vi) is a closed group and

Di ⊂ Vi is a closed convex cone, i = 1, . . . ,m.

Assume that for any z1 ∈ V1, . . . , zm ∈ Vm,

(2.12) (G1 × . . .×Gm)

(
m∑
i=1

zi

)
⊂ G

(
m∑
i=1

zi

)
.

Then for each x, y ∈ V with orthogonal decompositions

x = x1 + . . .+ xm and y = y1 + . . .+ ym with xi, yi ∈ Vi, i = 1, . . . ,m,

the following equality holds:

(2.13)

〈(
m∑
i=1

(xi)↓i

)
↓

,

(
m∑
i=1

(yi)↓i

)
↓

〉
=

〈(
m∑
i=1

xi

)
↓

,

(
m∑
i=1

yi)

)
↓

〉
= 〈x↓, y↓〉.

Proof. It is enough to show that (2.12) implies

(
m∑
i=1

(xi)↓i

)
↓

=

(
m∑
i=1

xi

)
↓

and

(
m∑
i=1

(yi)↓i

)
↓

=

(
m∑
i=1

yi)

)
↓
.

In fact, for i = 1, . . . ,m, by condition (A1) for (Vi, Gi, Di) there exist gi, hi ∈ Gi such that

(2.14) (xi)↓i = gixi and (yi)↓i = hiyi.

By (2.12) there exist g̃, h̃ ∈ G such that

(2.15) (g1 × . . .× gm)

(
m∑
i=1

xi

)
= g̃

(
m∑
i=1

xi

)
,

(2.16) (h1 × . . .× hm)

(
m∑
i=1

yi

)
= h̃

(
m∑
i=1

yi

)
.
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In light of (2.14), (2.15) and (2.16), we see that〈(
m∑
i=1

(xi)↓i

)
↓

,

(
m∑
i=1

(yi)↓i

)
↓

〉
=

〈(
m∑
i=1

gixi

)
↓

,

(
m∑
i=1

hiyi

)
↓

〉

=

〈(
(g1 × . . .× gm)

(
m∑
i=1

xi

))
↓

,

(
(h1 × . . .× hm)

(
m∑
i=1

yi

))
↓

〉

=

〈(
g̃

m∑
i=1

xi

)
↓

,

(
h̃

m∑
i=1

yi

)
↓

〉
=

〈(
m∑
i=1

xi

)
↓

,

(
m∑
i=1

yi)

)
↓

〉
= 〈x↓, y↓〉.

This finishes the proof of (2.13).

In the next theorem, we refine the von Neumann-type inequality (1.3) for a given Eaton triple (V,G,D) by

employing a collection of Eaton triples related to (V,G,D) and mutually connected by condition (2.17). This

technique extends the method used by Hovenier [11] and Abramovich et al. [1] from the space Rn (equipped

with the orthogonal group and its subgroups (see Theorem 14)) to an inner product space endowed with the

structure of an Eaton triple and its subsystems.

We use the convention
0∑

i=1

ai = 0 and
m∑

i=m+1

bi = 0 for any scalars or vectors ai and bi.

Theorem 8. Let (V,G,D) be an Eaton triple with normal map (·)↓. Suppose V has the orthogonal

decomposition V = V1 + · · ·+ Vm, where Vi, i = 1, . . . ,m, are nonzero subspaces of V .

Let (Vi, Gi, Di) be an Eaton triple with normal map (·)↓i, where Gi ⊂ O(Vi) is a closed group and

Di ⊂ Vi is a closed convex cone, i = 1, . . . ,m.

For j = 1, . . . ,m, denote V (j) = Vj + · · ·+ Vm, and let (V (j), G(j), D(j)) be an Eaton triple with normal

map (·)↓(j) for some closed group G(j) ⊂ O(V (j)) and closed convex cone D(j) ⊂ V (j) satisfying

(2.17) Gj−1zj−1 +G(j)(zj + . . .+ zm) ⊂ G(j−1)(zj−1 + zj + . . .+ zm)

for any zj−1 ∈ Vj−1, zj ∈ Vj, ... , zm ∈ Vm, and j = 2, . . . ,m. Assume that (V,G,D) = (V (1), G(1), D(1))

with (·)↓ = (·)↓(1), and (Vm, Gm, Dm) = (V (m), G(m), D(m)) with (·)↓m = (·)↓(m).

Then for each x, y ∈ V with orthogonal decompositions

x = x1 + . . .+ xm and y = y1 + . . .+ ym with xi, yi ∈ Vi, i = 1, . . . ,m,

and for any j = 1, . . . ,m+ 1 the following inequalities hold:

(2.18) 〈x, y〉 ≤

〈
j−1∑
i=1

xi,

j−1∑
i=1

yi

〉
+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 ≤ 〈x↓, y↓〉.
Proof. In the sequel, for j = 1, . . . ,m+ 1, we use the notation

(2.19) Rj =

〈
j−1∑
i=1

xi,

j−1∑
i=1

yi

〉
+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 .
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Therefore, we have Rm+1 = 〈x, y〉. So, (2.18) is satisfied for j = m+ 1 by (1.3).

It is now sufficient to prove (2.18) in the case 1 ≤ j ≤ m.

First, we shall show the inequality

(2.20) 〈x, y〉 ≤ Rj for 1 ≤ j ≤ m.

Recall that xi, yi ∈ Vi and (xi)↓i, (yi)↓i ∈ Di ⊂ Vi for i = 1, . . . ,m. By (1.3) applied to the triple (Vi, Gi, Di),

we obtain

(2.21) 〈xi, yi〉 ≤ 〈(xi)↓i, (yi)↓i〉 for i = 1, . . . ,m.

So, by the mutual orthogonality of V1, . . . , Vm, and by (2.21), for 1 ≤ j ≤ m we derive

〈x, y〉 =

〈
m∑
i=1

xi,

m∑
i=1

yi

〉
=

m∑
i=1

〈xi, yi〉 =

j−1∑
i=1

〈xi, yi〉+

m∑
i=j

〈xi, yi〉

≤
j−1∑
i=1

〈xi, yi〉+

m∑
i=j

〈(xi)↓i, (yi)↓i〉 =

〈
j−1∑
i=1

xi,

j−1∑
i=1

yi

〉
+

〈
m∑
i=j

(xi)↓i,

m∑
i=j

(yi)↓i

〉

≤

〈
j−1∑
i=1

xi,

j−1∑
i=1

yi

〉
+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 = Rj ,

as wanted. The last inequality follows from inequality (1.3) used for the Eaton triple (V (j), G(j), D(j)) with

normal map (·)↓(j).

Thus, we have proved inequality (2.20) for 1 ≤ j ≤ m. Therefore, the left-hand side of the double

inequality (2.18) holds for 1 ≤ j ≤ m.

It remains to prove the right-hand side of (2.18) for 1 ≤ j ≤ m. To this end, we shall show that Rj ≤ R1

for j = 2, . . . ,m, and R1 = 〈x↓, y↓〉.

Assume that 2 ≤ j ≤ m. By (2.19) and (1.3) applied to the Eaton triple (Vj−1, Gj−1, Dj−1), we get the

following sequence of equalities/inequalities (for further explanations, see below)

Rj =

j−1∑
i=1

〈xi, yi〉+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉

=

j−2∑
i=1

〈xi, yi〉+ 〈xj−1, yj−1〉+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉

≤
j−2∑
i=1

〈xi, yi〉+ 〈(xj−1)↓j−1, (yj−1)↓j−1〉+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉

=

j−2∑
i=1

〈xi, yi〉+

〈
(xj−1)↓j−1 +

 m∑
i=j

(xi)↓i

↓(j) , (yj−1)↓j−1 +

 m∑
i=j

(yi)↓i

↓(j)〉
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≤
j−2∑
i=1

〈xi, yi〉

+

〈(xj−1)↓j−1 +

 m∑
i=j

(xi)↓i

↓(j)

↓(j−1)

,

(yj−1)↓j−1 +

 m∑
i=j

(yi)↓i

↓(j)

↓(j−1)〉

(2.22) =

j−2∑
i=1

〈xi, yi〉+

〈 m∑
i=j−1

(xi)↓i

↓(j−1) ,
 m∑

i=j−1
(yi)↓i

↓(j−1)〉 = Rj−1.

The third equality is a consequence of the orthogonality of the subspaces Vj−1 and V (j) = Vj + . . . + Vm.

The last inequality is due to inequality (1.3) applied to the Eaton triple (V (j−1), G(j−1), D(j−1)) with the

normal map (·)↓(j−1), and to the fact that

(xj−1)↓j−1 +

 m∑
i=j

(xi)↓i

↓(j) ∈ Vj−1 + V (j) = V (j−1),

and

(yj−1)↓j−1 +

 m∑
i=j

(yi)↓i

↓(j) ∈ Vj−1 + V (j) = V (j−1).

The last but one equality follows from (2.17). Indeed, (1.1) applied to (V (j), G(j), D(j)) and (2.17) imply for

j = 2, . . . ,m and for any zj−1 ∈ Dj−1, zj ∈ Dj , ... , zm ∈ Dm that

zj−1 + (zj + . . .+ zm)↓(j) = g(j−1)(zj−1 + zj + . . .+ zm).

for some g(j−1) ∈ G(j−1). Hence, we get

(2.23)
(
zj−1 + (zj + . . .+ zm)↓(j)

)↓(j−1)
= (zj−1 + zj + . . .+ zm)

↓(j−1)
,

by the G(j−1)-invariance of (·)j−1↓ (see (1.2)). So, the substitutions zk = (xk)↓k and zk = (yk)↓k for

k = j − 1, j, . . . ,m into (2.23) ensure the validity of the last but one equality of (2.22).

In summary, we have proved that

Rj ≤ Rj−1 for j = 2, . . . ,m,

(see (2.22)). Hence,

(2.24) Rm ≤ Rm−1 ≤ . . . ≤ R2 ≤ R1,

which gives Rj ≤ R1 for j = 1, . . . ,m, as wanted.
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In the sequel, we shall use Lemma 7. To do so, we must show that condition (2.12) is satisfied.

In fact, by using (2.17) successively for j = 2, 3, . . . ,m, we obtain for z1 ∈ V1, . . . , zm ∈ Vm,

G(z1 + . . .+ zm) = G(1)(z1 + . . .+ zm) ⊃ G1z1 +G(2)(z2 + . . .+ zm)

⊃ G1z1 +G2z2 +G(3)(z3 + . . .+ zm)

. . . ⊃ G1z1 +G2z2 +G3z3 + . . .+Gm−2zm−2 +G(m−1)(zm−1 + zm)

⊃ G1z1 +G2z2 +G3z3 + . . .+Gm−1zm−1 +G(m)zm

= G1z1 +G2z2 + . . .+Gm−1zm−1 +Gmzm = (G1 × · · · ×Gm)(z1 + . . .+ zm).

This proves (2.12).

Now, by employing Lemma 7, it follows that

(2.25) R1 = 〈x↓, y↓〉.

This completes the proof of Theorem 8.

Remark 9. Condition (2.17) in Theorem 8 says that

(Gj−1 ×G(j))(zj−1 + zj + . . .+ zm) ⊂ Gj−1(zj−1 + zj + . . .+ zm),

for zj−1 + zj + . . .+ zm ∈ V (j−1) = Vj−1 + V (j).

Corollary 10. Under the assumptions of Theorem 8, it holds that

〈x, y〉 = Rm+1 ≤ Rm ≤ . . . ≤ R2 ≤ R1 = 〈x↓, y↓〉,

where for j = 1, . . . ,m,m+ 1,

Rj =

j−1∑
i=1

〈xi, yi〉+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 .
Proof. See the proof of Theorem 8. Clearly, 〈x, y〉 = Rm+1. Next, apply (2.24) and (2.25).

Corollary 11. Let (V,G,D) be an Eaton triple with normal map (·)↓. Suppose V has the orthogonal

decomposition V = V1 + V2, where Vi, i = 1, 2, are nonzero subspaces of V .

Let (Vi, Gi, Di) be an Eaton triple with normal map (·)↓i, where Gi ⊂ O(Vi) is a closed group and

Di ⊂ Vi is a closed convex cone, i = 1, 2.

Assume

(2.26) G1z1 +G2z2 ⊂ G(z1 + z2),

for any z1 ∈ V1, z2 ∈ V2.

Then for each x, y ∈ V with orthogonal decompositions

x = x1 + x2 and y = y1 + y2 with xi, yi ∈ Vi, i = 1, 2,

the following inequalities hold:

(2.27) 〈x, y〉 ≤ 〈x1, y1〉+ 〈(x2)↓2, (y2)↓2〉 ≤ 〈x↓, y↓〉.
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Proof. Apply Theorem 8 for m = 2 and j = 2 with (V (1), G(1), D(1)) = (V,G,D) and (V (2), G(2), D(2))

= (V2, G2, D2) with (·)↓(2) = (·)↓2.

Example 12. (Cf. [24, Example 3.1]) Take V = Mn(R), the space of all n × n real matrices with the

trace inner product: 〈x, y〉 = trxyT for x, y ∈Mn(R), and with even n = 2k.

We consider the orthogonal decomposition V = V1 + V2, where V1 = Sn is the space of n × n real

symmetric matrices and V2 = Kn is the space of n× n real skew-symmetric matrices. Evidently,

x =
x+ xT

2
+
x− xT

2
for x ∈Mn(R),

with x1 = x+xT

2 ∈ Sn and x2 = x−xT

2 ∈ Kn.

Let G1 be the group of all linear operators of the form x 7→ uxuT with x ∈ Sn and u ∈ On, where On

stands for the group of n× n orthogonal matrices. Analogously, let G2 be the group of all linear operators

of the form x 7→ uxuT with x ∈ Kn and u ∈ On.

We set

D1 = {diag (λ1, . . . , λn) : λ1 ≥ . . . ≥ λn},

where for an n-tuple λ = (λ1, . . . , λn) ∈ Rn, the symbol diag λ denotes the diagonal matrix with the entries

of λ on the main diagonal.

Then, (V1, G1, D1) is an Eaton triple with the normal map:

(x1)↓1 = diag λ(x1) for x1 ∈ Sn,

where λ(x1) is the vector of the eigenvalues of x1 ∈ Sn (see [4, 6]).

On the other hand, we also set

D2 = {diag (σ1e, . . . , σke) : σ1 ≥ . . . ≥ σk ≥ 0},

where e =

(
0 1

−1 0

)
and

diag (σ1e, . . . , σke) = diag (

(
0 σ1
−σ1 0

)
, . . . ,

(
0 σk
−σk 0

)
),

and the symbol diag (e1, . . . , ek) stands for the block diagonal matrix with the 2× 2 blocks e1, . . . , ek on the

main block diagonal.

Then, (V2, G2, D2) is an Eaton triple with the normal map:

(x2)↓2 = diag (

(
0 σ1(x2)

−σ1(x2) 0

)
, . . . ,

(
0 σk(x2)

−σk(x2) 0

)
),

for x2 ∈ Kn, where all the singular values of an x2 ∈ Kn are

σ1(x2) = σ1(x2) ≥ σ2(x2) = σ2(x2) ≥ . . . ≥ σk(x2) = σk(x2),

(see [4, 6]).
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Finally, we put

G = G1 ×G2 and D = D1 +D2.

Thus, the action of G on V = Mn(R) is

gx = u1
x+ xT

2
uT1 + u2

x− xT

2
uT2 for x ∈Mn(R) and u1, u2 ∈ On,

where g = g1 × g2 with g1 = u1(·)uT1 and g2 = u2(·)uT2 . Clearly, condition (2.26) is fulfilled.

In consequence, (V,G,D) is a (product) Eaton triple with the normal map:

x↓ = diag (

(
λ1(x1) σ1(x2)

−σ1(x2) λ2(x1)

)
, . . . ,

(
λn−1(x1) σk(x2)

−σk(x2) λn(x1)

)
) for x ∈Mn(R),

where x = x1 + x2 with x1 = x+xT

2 , x2 = x−xT

2 and n = 2k.

So, by making use of inequality (2.27) in Corollary 11, we obtain the following upper estimation of

trxyT :

trxyT ≤ trx1y1 + tr (x2)↓2((y2)↓2)T ≤
n∑

i=1

λi(x1)λi(y1) + 2

k∑
i=1

σi(x2)σi(y2) for x, y ∈Mn(R),

where x1 = x+xT

2 , x2 = x−xT

2 , y1 = y+yT

2 , y2 = y−yT

2 .

We now show a construction of two needed sequences of Eaton triples (Vj , Gj , Dj) and (V (j), G(j), D(j))

for j = 1, 2, . . . ,m satisfying the assumptions of Theorem 8. In doing so, we utilize the results of Lemma 6.

Let (V,G,D) be a fixed Eaton triple. We proceed by induction.

(i). We put (V (1), G(1), D(1)) := (V,G,D).

(ii). For given 2 ≤ j ≤ m, if (V (j−1), G(j−1), D(j−1)) is already defined, then we give further definitions,

as follows (see Lemma 6).

Let Vj−1 be a G(j−1)-invariant subspace of V (j−1). Let V (j) denote the orthogonal complement of Vj−1
to V (j−1), that is, V (j−1) = Vj−1 ⊕ V (j). Then, V (j) is a G(j−1)-invariant subspace of V (j−1), because

G(j−1) ⊂ O(V (j−1)). We define

Gj−1 := G(j−1)|Vj−1 and Dj−1 := D(j−1) ∩ Vj−1.

That is, Gj−1 is defined to be the restriction of the group G(j−1) to Vj−1. Then, (Vj−1, Gj−1, Dj−1) is an

Eaton triple (see Lemma 6).

Likewise, we define

G(j) := G(j−1)|V (j) and D(j) := D(j−1) ∩ V (j).

So, G(j) is defined to be the restriction of the group G(j−1) to the subspace V (j). Then, (V (j), G(j), D(j)) is

an Eaton triple (see Lemma 6).

It is easily seen that V (j−1) = Vj−1 + Vj + . . .+ Vm for 2 ≤ j ≤ m+ 1.
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By Lemma 6 applied for the Eaton triple (V (j−1), G(j−1), D(j−1)), we have

G(j−1)z(j−1) = (Gj−1 ×G(j))z(j−1),

for any z(j−1) ∈ V (j−1).

Hence, for zj−1 ∈ Vj−1, z(j) ∈ V (j) and z(j−1) = zj−1 + z(j),

Gj−1zj−1 +G(j)z(j) = (Gj−1 ×G(j))(zj−1 + z(j)) ⊂ G(j−1)(zj−1 + z(j)).

Because the Eaton triple (V (j), G(j), D(j)) is already defined, we return to the item (ii) and continue

the procedure.

The procedure ends at stage m whenever for the newly constructed subspace V (m) and group G(m),

the next choice is Vm := V (m) and V (m+1) := {0}. Then, V (m) = Vm ⊕ V (m+1). Also, we formally set

G(m+1) := G(m)|V (m+1) = {id|{0}} and D(m+1) := {0}. Therefore, (Vm, Gm, Dm) = (V (m), G(m), D(m)).

Corollary 13. Let (V,G,D) be an Eaton triple with normal map (·)↓. Assume that (Vi, Gi, Di) and

(V (j), G(j), D(j)) are Eaton triples with normal maps (·)↓i and (·)↓(j), respectively, j = 1, . . . ,m, introduced

by the above inductive procedure (i)-(ii).

Then for each x, y ∈ V with orthogonal decompositions

x = x1 + . . .+ xm and y = y1 + . . .+ ym with xi, yi ∈ Vi, i = 1, . . . ,m,

and for any j = 1, . . . ,m+ 1 the following inequalities hold:

〈x, y〉 ≤

〈
j−1∑
i=1

xi,

j−1∑
i=1

yi

〉
+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 ≤ 〈x↓, y↓〉.
Proof. It is enough to use Theorem 8 for the Eaton triples defined by (i)–(ii).

3. A refinement of Cauchy-Schwarz inequality. In the next theorem, we present a refinement of

the classical Cauchy-Schwarz inequality 〈x, y〉 ≤ ‖x‖‖y‖ for x, y ∈ V .

As usual, O(W ) denotes the orthogonal group acting on an inner product space W .

Theorem 14. Let (V, 〈·, ·〉) be a real inner product space with norm ‖·‖ = 〈·, ·〉1/2, dimV <∞. Assume

V has the orthogonal decomposition

V = V1 + . . .+ Vm,

where Vi, i = 1, . . . ,m, are nonzero subspaces of V .

Then for each x, y ∈ V with orthogonal decompositions

x = x1 + . . .+ xm and y = y1 + . . .+ ym for xi, yi ∈ Vi, i = 1, . . . ,m,

and for any j = 1, . . . ,m,m+ 1 the following inequalities holds:

(3.28) 〈x, y〉 ≤
j−1∑
i=1

〈xi, yi〉+

 m∑
i=j

‖xi‖2
1/2

·

 m∑
i=j

‖yi‖2
1/2

≤ ‖x‖‖y‖.
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Proof. We employ Eaton triples of the type described in Example 3. Namely, for i = 1, . . . ,m, we set

Gi = O(Vi) and Di = cone ei = {tei : 0 ≤ t ∈ R},

where ei ∈ Vi is a fixed vector of norm one. Then (Vi, Gi, Di) is an Eaton triple with normal map (·)↓i given

by a↓i = ‖a‖ei for any a ∈ Vi (see Example 3).

Likewise, for j = 1, . . . ,m we set

V (j) = Vj + . . .+ Vm, G(j) = O(V (j)), D(j) = cone e(j) = {te(j) : 0 ≤ t ∈ R},

where e(j) ∈ V (j) is a fixed vector of norm one. Then (V (j), G(j), D(j)) is an Eaton triple with normal map

(·)↓(j) given by b↓(j) = ‖b‖e(j) for any b ∈ V (j) (see Example 3).

We also put (V,G,D) = (V (1), G(1), D(1)) and (·)↓ = (·)↓(1). So, we have

(3.29) 〈x↓, y↓〉 = 〈x↓(1), y↓(1)〉 = 〈‖x‖e(1), ‖y‖e(1)〉 = ‖x‖‖y‖.

We assume that e(m) = em. Hence, D(m) = Dm and (V (m), G(m), D(m)) = (Vm, Gm, Dm).

Also, condition (2.17) is met, because O(Vj−1)×O(V (j)) ⊂ O(V (j−1)) on V (j−1) = Vj−1 + V (j).

So, in the above setting, we are allowed to utilize Theorem 8. By inequality (2.18), we obtain for any

j = 1, . . . ,m,m+ 1,

(3.30) 〈x, y〉 ≤
j−1∑
i=1

〈xi, yi〉+

〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 ≤ 〈x↓, y↓〉.
Simultaneously, for any zi ∈ Vi, m∑

i=j

(zi)↓i

↓(j) =

 m∑
i=j

‖zi‖ei

↓(j) =

∥∥∥∥∥∥
m∑
i=j

‖zi‖ei

∥∥∥∥∥∥ e(j),
with ∥∥∥∥∥∥

m∑
i=j

‖zi‖ei

∥∥∥∥∥∥ =

〈
m∑
i=j

‖zi‖ei,
m∑
i=j

‖zi‖ei

〉1/2

=

 m∑
i=j

‖zi‖2
1/2

,

because ej ∈ Vi, ... , em ∈ Vm, and the subspaces Vj , . . . , Vm are orthogonal, and 〈ei, ei〉 = ‖ei‖2 = 1.

In consequence, we have〈 m∑
i=j

(xi)↓i

↓(j) ,
 m∑

i=j

(yi)↓i

↓(j)〉 =

〈 m∑
i=j

‖xi‖2
1/2

e(j),

 m∑
i=j

‖yi‖2
1/2

e(j)

〉

=

 m∑
i=j

‖xi‖2
1/2

·

 m∑
i=j

‖yi‖2
1/2

,

since 〈e(j), e(j)〉 = ‖e(j)‖2 = 1.



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 39, pp. 199-213, April 2023.

213 Refinement of von Neumann-type inequalities on product Eaton triples

This and statements (3.29) and (3.30) yield (3.28), completing the proof.

Remark 15. In the special case when V = Rn with the standard inner product on Rn, Theorem 14

leads to a result due to Hovenier [11] and to a variant of a result of Abramovich et al. [1] with p = q = 2.

Acknowledgements: The author would like to thank an anonymous referee for giving valuable com-

ments that improved the previous version of the manuscript.
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