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#### Abstract

For any square matrix $A$, it is proved that minimal rank weak Drazin inverses (Campbell and Meyer, 1978) of $A$ coincide with outer inverses of $A$ with range $\mathcal{R}\left(A^{k}\right)$, where $k$ is the index of $A$. It is shown that the minimal rank weak Drazin inverse behaves very much like the Drazin inverse, and many generalized inverses such as the core-EP inverse and the DMP inverse are its special cases.
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1. Introduction. Throughout this paper, the set of all $m \times n$ complex matrices is denoted by $\mathbb{C}^{m \times n}$, and the identity matrix of order $n$ is denoted by $I_{n}$. For any $A \in \mathbb{C}^{m \times n}$, the symbols $A^{*}, \mathcal{R}(A), \mathcal{N}(A)$ and $\operatorname{rk}(A)$ will represent the conjugate transpose, range, null space and rank of $A$, respectively. When $A$ is square, the smallest nonnegative integer $k$ satisfying $\operatorname{rk}\left(A^{k}\right)=\operatorname{rk}\left(A^{k+1}\right)$ is called the index of $A$, and it is denoted by $\operatorname{Ind}(A)$.

In the study of generalized inverses, a common and practical method is to express generalized inverses of matrices as solutions to some matrix equations. For example, Penrose [17] showed that the Moore-Penrose inverse $A^{\dagger}$ for a given matrix $A$ is the unique solution to the four equations:

$$
\text { (1) } A X A=A, \quad \text { (2) } X A X=X, \quad \text { (3) }(A X)^{*}=A X, \quad \text { (4) }(X A)^{*}=X A
$$

Given any matrix $A$, first we recall that a solution to the equation $A X A=A$ is called an inner inverse (or a $\{1\}$-inverse) of $A$, and a solution to $X A X=X$ is called an outer inverse (or a $\{2\}$-inverse) of $A$. The Drazin inverse $A^{D}$ is a special outer inverse of $A$ which is defined (only if $A$ is square) as the unique solution to the following equations [9]:

$$
X A X=X, \quad X A=A X, \quad X A^{k+1}=A^{k}
$$

where $k$ is the index of $A$. Also, it is well-known that $A^{D}$ is the unique outer inverse of $A$ with range $\mathcal{R}\left(A^{k}\right)$ and null space $\mathcal{N}\left(A^{k}\right)$.

Over the past few decades, Drazin inverses have been shown to be of great theoretical interest and have applications in many areas such as Differential equations, Statistics, Numerical analysis and Control theory (e.g., see $[2,3,5,7,8,13,18]$ and references therein).

[^0]In [4], Campbell and Meyer proposed the notion of weak Drazin inverses, which are more easier to compute than Drazin inverses and can be used in place of Drazin inverses especially when studying systems of differential equations with singular coefficients or when studying Markov chains. Recall that a matrix $X$ is called a weak Drazin inverse of $A$ if it satisfies $X A^{k+1}=A^{k}$, where $k=\operatorname{Ind}(A)$. Moreover, three subclasses of weak Drazin inverses were introduced and investigated:

Definition 1.1. ([4, Definition 1]) Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, $X \in \mathbb{C}^{n \times n}$ is called

- a commuting weak Drazin inverse of $A$ if $X A^{k+1}=A^{k}$ and $A X=X A$;
- a projective weak Drazin inverse of $A$ if $X A^{k+1}=A^{k}$ and $\mathcal{R}(X A)=\mathcal{R}\left(A^{D} A\right)$;
- a minimal rank weak Drazin inverse of $A$ if $X A^{k+1}=A^{k}$ and $\operatorname{rk}(X)=\operatorname{rk}\left(A^{D}\right)$.

It was proved in [4] that every minimal rank weak Drazin inverse of $A$ is a projective weak Drazin inverse and that the Drazin inverse $A^{D}$ is the unique minimal rank commuting weak Drazin inverse of $A$.

This paper aims to investigate main properties and characterizations of the minimal rank weak Drazin inverse, as well as its relationships with some other generalized inverses that have been extensively studied in recent years.

In Section 2, for any $A \in \mathbb{C}^{n \times n}$ with index $k$, it is shown that $X$ is a minimal rank weak Drazin inverse of $A$ if and only if $X$ is an outer inverse of $A$ with range $\mathcal{R}\left(A^{k}\right)$ if and only if $X A^{k+1}=A^{k}$ and $A X^{2}=X$. The construction of minimal rank weak Drazin inverses is given, and the set of all minimal rank weak Drazin inverses is described.

In Section 3, we give the formula to compute minimal rank weak Drazin inverses of triangular block matrices.

In Section 4, we show that many generalized inverses such as the core-EP inverse [1, 15], the DMP inverse [14], the weak group inverse [20] and the weak core inverse [10] are special cases of minimal rank weak Drazin inverses. Moreover, we consider decompositions of matrices based on minimal rank weak Drazin inverses.
2. Characterizations and properties of minimal rank weak Drazin inverses. In this section, we develop some characterizations and properties of minimal rank weak Drazin inverses.

First, analogous to the concept of minimal rank weak Drazin inverses, one can also define matrices which satisfy the relations

$$
A^{k+1} X=A^{k} \quad \text { and } \quad \operatorname{rk}(X)=\operatorname{rk}\left(A^{D}\right)
$$

as "minimal rank right weak Drazin inverses of $A$ " (considering that a right weak Drazin inverse is defined by the relation $A^{k+1} X=A^{k}[4$, p. 169]). We shall mainly work with minimal rank weak Drazin inverses in what follows. It goes without saying that all results have analogues for minimal rank right weak Drazin inverses.

The following result reveals the relationships between minimal rank weak Drazin inverses and outer inverses with prescribed range and allows us to verify these generalized inverses by matrix equations. This result will be used freely in the sequel.

Theorem 2.1. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent for any $X \in \mathbb{C}^{n \times n}:$
(i) $X A^{k+1}=A^{k}$ and $\operatorname{rk}(X)=\operatorname{rk}\left(A^{D}\right)$, that is, $X$ is a minimal rank weak Drazin inverse of $A$.
(ii) $X A^{k+1}=A^{k}$ and $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$.
(iii) $X A X=X$ and $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$.
(iv) $X A^{k+1}=A^{k}$ and $A X^{2}=X$.

Proof. (i) $\Rightarrow$ (ii). From $X A^{k+1}=A^{k}$, we can get $\mathcal{R}\left(A^{k}\right) \subseteq \mathcal{R}(X)$. Also, since $A$ has index $k$, it follows that $\operatorname{rk}\left(A^{D}\right)=\operatorname{rk}\left(A^{k}\right)$, and thus, $\operatorname{rk}(X)=\operatorname{rk}\left(A^{D}\right)=\operatorname{rk}\left(A^{k}\right)$ by (i). So, $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$.
(ii) $\Rightarrow$ (iii). Since $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$, there exists $W \in \mathbb{C}^{n \times n}$ such that $X=A^{k} W$. Thus, it follows from $X A^{k+1}=A^{k}$ that $X A X=X A\left(A^{k} W\right)=\left(X A^{k+1}\right) W=A^{k} W=X$.
(iii) $\Rightarrow$ (iv). Suppose that $X A X=X$ and $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$. From $\mathcal{R}(X)=\mathcal{R}\left(A^{k}\right)$, we can get $X=A^{k} W_{1}$ and $A^{k}=X W_{2}$ for some $W_{1}, W_{2} \in \mathbb{C}^{n \times n}$. Since $X A X=X$, it follows that

$$
\begin{equation*}
X A^{k+1}=X A\left(X W_{2}\right)=(X A X) W_{2}=X W_{2}=A^{k} \tag{2.1}
\end{equation*}
$$

and therefore

$$
\begin{align*}
A X^{2} & =A X\left(A^{k} W_{1}\right)=A X\left(A^{k+1} A^{D}\right) W_{1} \\
& =A\left(X A^{k+1}\right) A^{D} W_{1} \stackrel{(2.1)}{=} A^{k+1} A^{D} W_{1}=A^{k} W_{1}=X . \tag{2.2}
\end{align*}
$$

(iv) $\Rightarrow(\mathrm{i})$. It suffices to show $\operatorname{rk}(X)=\operatorname{rk}\left(A^{D}\right)$. Since $A X^{2}=X$, we have

$$
\begin{equation*}
X=A X^{2}=A\left(A X^{2}\right) X=A^{2} X^{3}=\cdots=A^{k} X^{k+1} \tag{2.3}
\end{equation*}
$$

which implies that $\operatorname{rk}(X) \leq \operatorname{rk}\left(A^{k}\right)$. Also, since $X A^{k+1}=A^{k}$, we can get $\operatorname{rk}\left(A^{k}\right) \leq \operatorname{rk}(X)$. Thus, $\operatorname{rk}(X)=$ $\operatorname{rk}\left(A^{k}\right)$. Finally, since $A$ has index $k$, it follows that $\operatorname{rk}(X)=\operatorname{rk}\left(A^{k}\right)=\operatorname{rk}\left(A^{D}\right)$.

According to [6, Theorem 2], if outer inverses of $A$ with range $\mathcal{R}(U)$ exists, then $X$ is such an outer inverse if and only if $X=U(A U)^{-}$for some inner inverse $(A U)^{-}$of $A U$. Now, applying Theorem 2.1 and [6, Theorem 2] to $U=A^{k}$, where $k=\operatorname{Ind}(A)$, we can get the following construction of minimal rank weak Drazin inverses.

Corollary 2.2. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, $X$ is a minimal rank weak Drazin inverse of $A$ if and only if $X=A^{k}\left(A^{k+1}\right)^{-}$for some inner inverse $\left(A^{k+1}\right)^{-}$of $A^{k+1}$.

Corollary 2.3. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent for any $X \in \mathbb{C}^{n \times n}$ :
(i) $X=A^{D}$.
(ii) $X$ is a minimal rank weak Drazin inverse of $A$ and $X A=A X$.
(iii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X)=\mathcal{N}\left(A^{k}\right)$.
(iv) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X) \subseteq \mathcal{N}\left(A^{k}\right)$.
(v) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}\left(A^{k}\right) \subseteq \mathcal{N}(X)$.
(vi) $X$ is a weak Drazin inverse of $A$ and $\mathcal{N}\left(A^{k}\right) \subseteq \mathcal{N}(X)$.

Proof. (i) $\Leftrightarrow($ ii $) \Leftrightarrow$ (iii) follow from Theorem 2.1 directly.
(iii) $\Rightarrow$ (iv) and (iii) $\Rightarrow(\mathrm{v}) \Rightarrow(\mathrm{vi})$ are clear.
(iv) $\Rightarrow$ (i). Since $X$ is a minimal rank weak Drazin inverse of $A$, we have $X A^{k+1}=A^{k}$ and $A X^{2}=X=$ $X A X$ by Theorem 2.1. Also, since $\mathcal{N}(X) \subseteq \mathcal{N}\left(A^{k}\right)$, there exists $W \in \mathbb{C}^{n \times n}$ such that $A^{k}=W X$, from which we can see

$$
A^{k}=W X=W(X A X)=(W X) A X=A^{k+1} X
$$

Therefore,

$$
\begin{aligned}
& X \stackrel{(2.3)}{=} A^{k} X^{k+1}=\left[\left(A^{D}\right)^{k+1} A^{2 k+1}\right] X^{k+1} \\
& \quad=\left(A^{D}\right)^{k+1}\left(A^{2 k+1} X^{k+1}\right)=\left(A^{D}\right)^{k+1} A^{k}=A^{D} .
\end{aligned}
$$

$(\mathrm{vi}) \Rightarrow(\mathrm{i})$. By (vi), we have $X A^{k+1}=A^{k}$ and $X=T A^{k}$ for some $T \in \mathbb{C}^{n \times n}$. Therefore,

$$
\begin{aligned}
X & =T A^{k}=T\left(A^{k+1} A^{D}\right)=\left(T A^{k}\right) A A^{D}=X A A^{D} \\
& =X\left[A^{k+1}\left(A^{D}\right)^{k+1}\right]=\left(X A^{k+1}\right)\left(A^{D}\right)^{k+1}=A^{k}\left(A^{D}\right)^{k+1}=A^{D}
\end{aligned}
$$

In view of Theorem 2.1, if $X$ is a minimal rank weak Drazin inverse of $A$, then $A X^{2}=X$, which means that $A$ is a weak Drazin inverse of $X$. For the special case $\operatorname{Ind}(A)=1$, we have the following.

Corollary 2.4. Let $A \in \mathbb{C}^{n \times n}$ with $\operatorname{Ind}(A)=1$. Then, $X$ is a minimal rank weak Drazin inverse of $A$ if and only if $A$ is a minimal rank weak Drazin inverse of $X$.

Proof. Since $\operatorname{Ind}(A)=1$, it follows from Theorem 2.1 that $X$ is a minimal rank weak Drazin inverse of $A$ if and only if $X A^{2}=A$ and $A X^{2}=X$. Thus, the result follows by the symmetry between $A$ and $X$.

The next result shows how to get a minimal rank weak Drazin inverse from a given weak Drazin inverse.
Proposition 2.5. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. If $X_{1}, X_{2}, \cdots, X_{k+1}$ are weak Drazin inverses of $A$, then $A^{k} \prod_{i=1}^{k+1} X_{i}$ is a minimal rank weak Drazin inverse of $A$. In particular, $A^{k} X^{k+1}$ is a minimal rank weak Drazin inverse of $A$ for any weak Drazin inverse $X$ of $A$.

Proof. Since

$$
\begin{aligned}
A^{k+1}\left(\prod_{i=1}^{k+1} X_{i}\right) A^{k+1} & =A^{k+1}\left(\prod_{i=1}^{k+1} X_{i}\right)\left[A^{2 k+1}\left(A^{D}\right)^{k}\right] \\
& =A^{k+1}\left[\left(\prod_{i=1}^{k+1} X_{i}\right) A^{2 k+1}\right]\left(A^{D}\right)^{k} \\
& =A^{k+1} A^{k}\left(A^{D}\right)^{k}=A^{k+1},
\end{aligned}
$$

it follows that $\prod_{i=1}^{k+1} X_{i}$ is an inner inverse of $A^{k+1}$. Therefore, by Corollary $2.2, A^{k} \prod_{i=1}^{k+1} X_{i}$ is a minimal rank weak Drazin inverse of $A$.

Remark 2.6.
(i) From (i) $\Rightarrow$ (vi) in Corollary 2.3 (or from [4, Corollary 6]), it can be seen that the Drazin inverse $A^{D}$ is exactly a weak Drazin inverse $X$ of $A$ which satisfies $X=X^{k+1} A^{k}$. Compared with this, we notice from Proposition 2.5 and equation (2.3) that a minimal rank weak Drazin inverse of $A$ is a weak Drazin inverse $X$ which satisfies $X=A^{k} X^{k+1}$.
(ii) For any weak Drazin inverse $X_{0}$ of $A$ and every integer $1 \leq i \leq k$, let $X_{i}=A X_{i-1}^{2}$ be defined by induction on $i$, and let $Y_{i}=A^{i} X_{0}^{i+1}$. It is routine to check that $X_{i}, Y_{i}$ are both weak Drazin inverses of $A$. Thus, $\operatorname{rk}\left(X_{i}\right) \geq \operatorname{rk}\left(A^{k}\right), \operatorname{rk}\left(Y_{i}\right) \geq \operatorname{rk}\left(A^{k}\right)$. Moreover, from the construction of $X_{i}, Y_{i}$, one can see

$$
\begin{aligned}
& \operatorname{rk}\left(X_{i}\right) \leq \operatorname{rk}\left(A^{i}\right) \quad \text { and } \quad \operatorname{rk}\left(X_{k}\right) \leq \operatorname{rk}\left(X_{k-1}\right) \leq \cdots \leq \operatorname{rk}\left(X_{1}\right) \leq \operatorname{rk}\left(X_{0}\right) \\
& \operatorname{rk}\left(Y_{i}\right) \leq \operatorname{rk}\left(A^{i}\right) \quad \text { and } \quad \operatorname{rk}\left(Y_{k}\right) \leq \operatorname{rk}\left(Y_{k-1}\right) \leq \cdots \leq \operatorname{rk}\left(Y_{1}\right) \leq \operatorname{rk}\left(Y_{0}\right)
\end{aligned}
$$

Therefore, $\operatorname{rk}\left(X_{k}\right)=\operatorname{rk}\left(Y_{k}\right)=\operatorname{rk}\left(A^{k}\right)=\operatorname{rk}\left(A^{D}\right)$, which follows that $X_{k}, Y_{k}$ are minimal rank weak Drazin inverses of $A$.

For a square matrix $A$, minimal rank weak Drazin inverses are in general not unique. The next result reveals the relationships between different minimal rank weak Drazin inverses.

Proposition 2.7. Let $A, X, Y \in \mathbb{C}^{n \times n}$. If $X, Y$ are both minimal rank weak Drazin inverses of $A$, then $X Y=Y^{2}$ and $X A Y=A X Y=Y$.

Proof. We shall prove the more general fact: If $X$ is a weak Drazin inverse of $A$ and $Y$ is a minimal rank weak Drazin inverse of $A$, then $X Y=Y^{2}$ and $X A Y=A X Y=Y$. To this end, let $\operatorname{Ind}(A)=k$. Then from assumptions on $X$ and $Y$, we can get

$$
X A^{k+1}=A^{k}, Y A^{k+1}=A^{k} \text { and } A Y^{2}=Y
$$

Therefore,

$$
\begin{aligned}
& X Y \stackrel{(2.3)}{=} X\left(A^{k+1} Y^{k+2}\right)=\left(X A^{k+1}\right) Y^{k+2}=A^{k} Y^{k+2}=Y^{2} \\
& X A Y \stackrel{(2.3)}{=} X A\left(A^{k} Y^{k+1}\right)=\left(X A^{k+1}\right) Y^{k+1}=A^{k} Y^{k+1}=Y \\
& A X Y=A(X Y)=A Y^{2}=Y
\end{aligned}
$$

In [4, Theorem 2], it was proved that all minimal rank weak Drazin inverses of a matrix $A$ can be given by the set $\left\{A^{D}+A^{D} A Z\left(I_{n}-A^{D} A\right): Z \in \mathbb{C}^{n \times n}\right\}$. It is clear that

$$
\left\{A^{D}+A^{D} A Z\left(I_{n}-A^{D} A\right): Z \in \mathbb{C}^{n \times n}\right\}=\left\{A^{D}+A^{D} W\left(I_{n}-A^{D} A\right): W \in \mathbb{C}^{n \times n}\right\}
$$

Now, given an arbitrary minimal rank weak Drazin inverse of $A$ (not necessarily be the Drazin inverse $A^{D}$ ), we can also characterize the set of all minimal rank weak Drazin inverses of $A$.

Theorem 2.8. Let $A \in \mathbb{C}^{n \times n}$. If $X$ is a minimal rank weak Drazin inverse of $A$, then the set of all minimal rank weak Drazin inverses of $A$ is given by $\left\{X+X W\left(I_{n}-X A\right): W \in \mathbb{C}^{n \times n}\right\}$ and also by $\left\{X+X W\left(I_{n}-A X\right): W \in \mathbb{C}^{n \times n}\right\}$.

Proof. Let $\operatorname{Ind}(A)=k$ and let $X$ be a minimal rank weak Drazin inverse of $A$.
We first prove that $\left\{X+X W\left(I_{n}-X A\right): W \in \mathbb{C}^{n \times n}\right\}$ is exactly the set of all minimal rank weak Drazin inverses of $A$. To this end, we see, for any $W \in \mathbb{C}^{n \times n}$,

$$
\left[X+X W\left(I_{n}-X A\right)\right] A^{k+1}=X A^{k+1}+X W\left(A^{k+1}-X A^{k+2}\right)=A^{k}
$$

and

$$
\begin{aligned}
A\left[X+X W\left(I_{n}-X A\right)\right]^{2} & =A\left[X+X W\left(I_{n}-X A\right)\right] X\left[I_{n}+W\left(I_{n}-X A\right)\right] \\
& =A\left[X^{2}+X W(X-X A X)\right]\left[I_{n}+W\left(I_{n}-X A\right)\right] \\
& =A X^{2}\left[I_{n}+W\left(I_{n}-X A\right)\right]=X\left[I_{n}+W\left(I_{n}-X A\right)\right] \\
& =X+X W\left(I_{n}-X A\right)
\end{aligned}
$$

Thus, $X+X W\left(I_{n}-X A\right)$ is a minimal rank weak Drazin inverse of $A$. On the other hand, for any minimal rank weak Drazin inverse $Y$ of $A$, by Proposition 2.7 we have $Y X=X^{2}$ which implies that $(Y-X) X=0$.
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Thus,

$$
Y-X=Y-X-(Y-X) X A=(Y-X)\left(I_{n}-X A\right)
$$

So, $Y=X+(Y-X)\left(I_{n}-X A\right)$. Since we also have $X A Y=Y$ by Proposition 2.7, it follows that

$$
\begin{aligned}
Y & =X+(X A Y-X)\left(I_{n}-X A\right) \\
& =X+X\left(A Y-I_{n}\right)\left(I_{n}-X A\right) \in\left\{X+X W\left(I_{n}-X A\right): W \in \mathbb{C}^{n \times n}\right\} .
\end{aligned}
$$

Therefore, we complete the proof that $\left\{X+X W\left(I_{n}-X A\right): W \in \mathbb{C}^{n \times n}\right\}$ is the set of all minimal rank weak Drazin inverses of $A$.

We next show that $\left\{X+X W\left(I_{n}-A X\right): W \in \mathbb{C}^{n \times n}\right\}$ is also the set of all minimal rank weak Drazin inverses of $A$. Similar to the previous steps, it is straightforward to verify that $X+X W\left(I_{n}-A X\right)$ is a minimal rank weak Drazin inverse of $A$ for any $W \in \mathbb{C}^{n \times n}$. On the other hand, for any minimal rank weak Drazin inverse $Y$ of $A$, we have $X A Y=Y$ and $Y A X=X$ by Proposition 2.7. It follows that

$$
Y=Y+(X-Y A X)=X+Y\left(I_{n}-A X\right)=X+X A Y\left(I_{n}-A X\right)
$$

which implies that $Y \in\left\{X+X W\left(I_{n}-A X\right): W \in \mathbb{C}^{n \times n}\right\}$, as needed.

We conclude this section with the next result which shows that minimal rank weak Drazin inverses behave very much like Drazin inverses. First recall that, when a matrix $A$ has index 1, the Drazin inverse of $A$ is also called the group inverse of $A$ and denoted by $A^{\#}$.

Proposition 2.9. Let $A \in \mathbb{C}^{n \times n}$ have index $k>0$. If $X$ is a minimal rank weak Drazin inverse of $A$, then
(i) $A X A, A^{2} X, X A^{2}$ and $X$ are of index 1, and

$$
(A X A)^{\#}=X^{2} A, \quad\left(A^{2} X\right)^{\#}=X, \quad\left(X A^{2}\right)^{\#}=X^{3} A^{2}
$$

(ii) $A-A X A, A-A^{2} X$ and $A-X A^{2}$ are nilpotent.
(iii) $A+I_{n}-A X$ and $A+I_{n}-X A$ are invertible, with

$$
\begin{gathered}
\left(A+I_{n}-A X\right)^{-1}=X+\left(I_{n}-X A\right) \sum_{i=0}^{k-1}(-A)^{i} \\
\left(A+I_{n}-X A\right)^{-1}=X^{2} A+\left(I_{n}-X^{2} A^{2}\right) \sum_{i=0}^{k-1}(-A)^{i}
\end{gathered}
$$

Proof. (i). Since

$$
\begin{gathered}
(A X A)\left(X^{2} A\right)=\left[A X\left(A X^{2}\right)\right] A=\left(A X^{2}\right) A=X A \text { and } \\
\left(X^{2} A\right)(A X A)=\left(X^{2} A\right)\left[A\left(A^{k} X^{k+1}\right) A\right]=\left(X^{2} A^{k+2}\right) X^{k+1} A=A^{k} X^{k+1} A=X A
\end{gathered}
$$

it follows that

$$
\begin{aligned}
(A X A)\left(X^{2} A\right) & =\left(X^{2} A\right)(A X A) \\
(A X A)\left(X^{2} A\right)(A X A) & =(A X A) X A=A(X A X) A=A X A \\
\left(X^{2} A\right)(A X A)\left(X^{2} A\right) & =X A\left(X^{2} A\right)=X\left(A X^{2}\right) A=X^{2} A
\end{aligned}
$$

So, by definition, we have $(A X A)^{\#}=X^{2} A$ and $\operatorname{Ind}(A X A)=1$. The rest part of (i) can be proved similarly.
(ii). Since

$$
\begin{aligned}
(A-A X A)^{2} & =(A-A X A) A-(A-A X A)(A X A) \\
& =(A-A X A) A-(A-A X A)\left(A^{k} X^{k} A\right) \quad\left(\text { by } A X^{2}=X\right) \\
& =(A-A X A) A-A\left(A^{k}-X A^{k+1}\right)\left(X^{k} A\right) \\
& =(A-A X A) A
\end{aligned}
$$

and similarly

$$
\left(A-A^{2} X\right)^{2}=\left(A-A^{2} X\right) A, \quad\left(A-X A^{2}\right)^{2}=\left(A-X A^{2}\right) A
$$

it follows that

$$
\begin{aligned}
(A-A X A)^{k} & =(A-A X A) A^{k-1} \\
& =A^{k}-A X A^{k}=A^{k}-A X A^{k+1} A^{D} \\
& =A^{k}-A^{k+1} A^{D}=0 \\
\left(A-A^{2} X\right)^{k+1} & =\left(A-A^{2} X\right) A^{k}=A^{k+1}-A^{2} X A^{k}=0
\end{aligned}
$$

and

$$
\left(A-X A^{2}\right)^{k}=\left(A-X A^{2}\right) A^{k-1}=A^{k}-X A^{k+1}=0
$$

Therefore, $A-A X A, A-A^{2} X$ and $A-X A^{2}$ are nilpotent.
(iii). First, a quick calculation gives

$$
\begin{aligned}
\left(A+I_{n}-A X\right)\left(X+I_{n}-A X\right) & =I_{n}+A-A^{2} X \\
\left(A+I_{n}-X A\right)\left(X^{2} A+I_{n}-X A\right) & =I_{n}+A-A X A
\end{aligned}
$$

Since $A-A^{2} X$ and $A-A X A$ are nilpotent by (ii), it follows that $I_{n}+A-A^{2} X$ and $I_{n}+A-A X A$ are invertible, with

$$
\begin{aligned}
\left(I_{n}+A-A^{2} X\right)^{-1} & =I_{n}+\sum_{i=1}^{k}\left[-\left(A-A^{2} X\right)\right]^{i} \\
& =I_{n}-\left(A-A^{2} X\right) \sum_{i=0}^{k-1}(-A)^{i} \\
\left(I_{n}+A-A X A\right)^{-1} & =I_{n}+\sum_{i=1}^{k}[-(A-A X A)]^{i} \\
& =I_{n}-(A-A X A) \sum_{i=0}^{k-1}(-A)^{i}
\end{aligned}
$$
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Consequently, $A+I_{n}-A X$ and $A+I_{n}-X A$ are invertible, with

$$
\begin{aligned}
\left(A+I_{n}-A X\right)^{-1}= & \left(X+I_{n}-A X\right)\left(I_{n}+A-A^{2} X\right)^{-1} \\
= & \left(X+I_{n}-A X\right)\left[I_{n}-\left(A-A^{2} X\right) \sum_{i=0}^{k-1}(-A)^{i}\right] \\
= & \left(X+I_{n}-A X\right)-\left(X A-X A^{2} X+A-A^{2} X-A X A+A X A^{2} X\right) \sum_{i=0}^{k-1}(-A)^{i} \\
= & \left(X+I_{n}-A X\right)-(X A-A X+A-A X A) \sum_{i=0}^{k-1}(-A)^{i} \\
& \quad\left(\text { since } X A^{2} X \stackrel{(2.3)}{=} X A^{2}\left(A^{k} X^{k+1}\right)=\left(X A^{k+2}\right) X^{k+1}=A^{k+1} X^{k+1} \stackrel{(2.3)}{=} A X\right) \\
= & \left(X+I_{n}-A X\right)-(X A+A) \sum_{i=0}^{k-1}(-A)^{i}+A X \sum_{i=0}^{k-1}(-A)^{i}-A X \sum_{i=0}^{k-1}(-A)^{i+1} \\
= & \left(X+I_{n}-A X\right)-X A \sum_{i=0}^{k-1}(-A)^{i}+\sum_{i=0}^{k-1}(-A)^{i+1}+A X-A X(-A)^{k} \\
= & X+I_{n}-X A \sum_{i=0}^{k-1}(-A)^{i}+\sum_{i=0}^{k-1}(-A)^{i+1}-(-A)^{k} \\
= & X-X A \sum_{i=0}^{k-1}(-A)^{i}+\sum_{i=0}^{k-1}(-A)^{i} \\
= & X+\left(I_{n}-X A\right) \sum_{i=0}^{k-1}(-A)^{i},
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\left(A+I_{n}-X A\right)^{-1} & =\left(X^{2} A+I_{n}-X A\right)\left(I_{n}+A-A X A\right)^{-1} \\
& =X^{2} A+\left(I_{n}-X^{2} A^{2}\right) \sum_{i=0}^{k-1}(-A)^{i}
\end{aligned}
$$

Thus, we complete the proof.
3. Minimal rank weak Drazin inverses of block triangular matrices. In [4, Theorem 1], minimal rank weak Drazin inverses for the matrix $P\left[\begin{array}{cc}A & 0 \\ 0 & N\end{array}\right] P^{-1}$ were given, where $A$ is invertible and $N$ is nilpotent. For a matrix $M \in \mathbb{C}^{n \times n}$ of the more general form

$$
M=P\left[\begin{array}{cc}
A & B  \tag{3.4}\\
0 & C
\end{array}\right] P^{-1}
$$

where $A \in \mathbb{C}^{r \times r}, B \in \mathbb{C}^{r \times(n-r)}$ and $C \in \mathbb{C}^{(n-r) \times(n-r)}$ are arbitrary, it was proved in [16, Theorem 3.2] that

$$
M^{D}=P\left[\begin{array}{cc}
A^{D} & S  \tag{3.5}\\
0 & C^{D}
\end{array}\right] P^{-1}
$$

where

$$
\begin{aligned}
S= & -A^{D} B C^{D}+\left(I_{r}-A A^{D}\right)\left[\sum_{i=0}^{k-1} A^{i} B\left(C^{D}\right)^{i}\right]\left(C^{D}\right)^{2} \\
& +\left(A^{D}\right)^{2}\left[\sum_{i=0}^{l-1}\left(A^{D}\right)^{i} B C^{i}\right]\left(I_{n-r}-C C^{D}\right), \quad k=\operatorname{Ind}(A), l=\operatorname{Ind}(C)
\end{aligned}
$$

We now consider minimal rank weak Drazin inverses for such $M$.
Theorem 3.1. Let $M=P\left[\begin{array}{cc}A & B \\ 0 & C\end{array}\right] P^{-1}$ be as in (3.4). If $X$ and $Y$ are minimal rank weak Drazin inverses of $A$ and $C$, respectively, then $Z=P\left[\begin{array}{cc}X & S \\ 0 & Y\end{array}\right] P^{-1}$ is a minimal rank weak Drazin inverse of $M$, where

$$
S=-X B Y+\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}, \quad k=\operatorname{Ind}(A)
$$

Proof. Let $C$ have index $l$ and let $m>k+l$. A direct calculation shows

$$
M^{m}=P\left[\begin{array}{cc}
A^{m} & \sum_{i=0}^{m-1} A^{i} B C^{m-1-i} \\
0 & C^{m}
\end{array}\right] P^{-1}
$$

and

$$
M^{m+1}=P\left[\begin{array}{cc}
A^{m+1} & \sum_{i=0}^{m} A^{i} B C^{m-i} \\
0 & C^{m+1}
\end{array}\right] P^{-1}
$$

Since $X$ and $Y$ are minimal rank weak Drazin inverses of $A$ and $C$, respectively, it follows that

$$
X A^{k+1}=A^{k}, \quad A X^{2}=X, \quad Y C^{l+1}=C^{l} \quad \text { and } \quad C Y^{2}=Y
$$

Now, we have

$$
\begin{aligned}
Z M^{m+1} & =P\left[\begin{array}{cc}
X & S \\
0 & Y
\end{array}\right]\left[\begin{array}{cc}
A^{m+1} & \sum_{i=0}^{m} A^{i} B C^{m-i} \\
0 & C^{m+1}
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
A^{m} & X \sum_{i=0}^{m} A^{i} B C^{m-i}+S C^{m+1} \\
0 & C^{m}
\end{array}\right] P^{-1} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& X \sum_{i=0}^{m} A^{i} B C^{m-i}+S C^{m+1} \\
= & X \sum_{i=0}^{m} A^{i} B C^{m-i}-X B Y C^{m+1}+\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2} C^{m+1} \\
= & X \sum_{i=0}^{m} A^{i} B C^{m-i}-X B C^{m}+\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i+2} C^{m+1}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =X \sum_{i=1}^{m} A^{i} B C^{m-i}+\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B C^{m-1-i}\right] \\
& =X \sum_{i=0}^{m-1} A^{i+1} B C^{m-(i+1)}+\left(I_{r}-X A\right)\left[\sum_{i=0}^{m-1} A^{i} B C^{m-1-i}\right] \quad\left(\text { by }\left(I_{r}-X A\right) A^{i}=0 \text { for all } i \geq k\right) \\
& =X A \sum_{i=0}^{m-1} A^{i} B C^{m-1-i}+\left(I_{r}-X A\right)\left[\sum_{i=0}^{m-1} A^{i} B C^{m-1-i}\right]=\sum_{i=0}^{m-1} A^{i} B C^{m-1-i}
\end{aligned}
$$

we obtain $Z M^{m+1}=M^{m}$, which implies that $Z M^{\operatorname{Ind}(\mathrm{M})+1}=M^{\operatorname{Ind}(\mathrm{M})}$.
Also, we have

$$
M Z^{2}=P\left[\begin{array}{cc}
A & B \\
0 & C
\end{array}\right]\left[\begin{array}{cc}
X & S \\
0 & Y
\end{array}\right]^{2} P^{-1}=P\left[\begin{array}{cc}
X & A X S+A S Y+B Y^{2} \\
0 & Y
\end{array}\right] P^{-1}
$$

Since

$$
\begin{aligned}
& A X S+A S Y+B Y^{2} \\
= & \left(-A X^{2} B Y+\left(A X-A X^{2} A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}\right) \\
& +\left(-A X B Y^{2}+A\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{3}\right)+B Y^{2} \\
= & -X B Y+(A X-X A)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}-A X B Y^{2}+\left(I_{r}-A X\right) A\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{3}+B Y^{2} \\
= & -X B Y+(A X-X A)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}+\left(I_{r}-A X\right)\left[\sum_{i=0}^{k-1} A^{i+1} B Y^{i+1}\right] Y^{2}+\left(I_{r}-A X\right) B Y^{2} \\
= & -X B Y+(A X-X A)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}+\left(I_{r}-A X\right)\left[\sum_{i=1}^{k} A^{i} B Y^{i}\right] Y^{2}+\left(I_{r}-A X\right) B Y^{2} \\
= & -X B Y+(A X-X A)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}+\left(I_{r}-A X\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2} \quad\left(\mathrm{by}\left(I_{r}-A X\right) A^{k}=0\right) \\
= & -X B Y+\left(I_{r}-X A\right)\left[\sum_{i=0}^{k-1} A^{i} B Y^{i}\right] Y^{2}=S,
\end{aligned}
$$

we obtain $M Z^{2}=Z$. Therefore, $Z$ is a minimal rank weak Drazin inverse of $M$.

Recall from [12, Corollary 6] that, for any $M \in \mathbb{C}^{n \times n}$ with rank $r$, there exists a unitary matrix $U$ such that

$$
M=U\left[\begin{array}{cc}
\Sigma K & \Sigma L  \tag{3.6}\\
0 & 0
\end{array}\right] U^{*},
$$

where $\Sigma=\operatorname{diag}\left(\sigma_{1} I_{r_{1}}, \ldots, \sigma_{t} I_{r_{t}}\right)$ is the diagonal matrix of singular values of $M, \sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}>0$, $r_{1}+r_{2}+\cdots+r_{t}=r$, and $K \in \mathbb{C}^{r \times r}, L \in \mathbb{C}^{r \times(n-r)}$ satisfy $K K^{*}+L L^{*}=I_{r}$. The equation (3.6) is called the Hartwig-Spindelböck decomposition of $M$.

By [19], for any matrix $M \in \mathbb{C}^{n \times n}$, there exists a unitary matrix $U \in \mathbb{C}^{n \times n}$ such that

$$
M=U\left[\begin{array}{cc}
T & B  \tag{3.7}\\
0 & N
\end{array}\right] U^{*}
$$

where $T$ is an invertible upper triangular matrix whose diagonal entries are nonzero eigenvalues of $M$, and $N$ is a nilpotent upper triangular matrix with $\operatorname{Ind}(N)=\operatorname{Ind}(M)$.

Notice that the Jordan normal form, the Hartwig-Spindelböck decomposition and the decomposition as in (3.7) of a matrix $M$ are all special cases of (3.4) with $C$ being nilpotent. For such cases, we have the following.

Proposition 3.2. Let $M=P\left[\begin{array}{cc}A & B \\ 0 & C\end{array}\right] P^{-1} \in \mathbb{C}^{n \times n}$, where $C \in \mathbb{C}^{(n-r) \times(n-r)}$ is nilpotent. Then, $Z$ is a minimal rank weak Drazin inverse of $M$ if and only if $Z=P\left[\begin{array}{cc}X & W \\ 0 & 0\end{array}\right] P^{-1}$ for some minimal rank weak Drazin inverse $X$ of $A$ and some $W \in \mathbb{C}^{r \times(n-r)}$ satisfying $\mathcal{R}(W) \subseteq \mathcal{R}(X)$.

Proof. Let $\operatorname{Ind}(A)=k, \operatorname{Ind}(C)=l$, and let $m>k+l$. Since $C^{l}=0$, a direct calculation shows

$$
M^{m}=P\left[\begin{array}{cc}
A^{m} & \sum_{i=m-l}^{m-1} A^{i} B C^{m-1-i} \\
0 & 0
\end{array}\right] P^{-1}
$$

and

$$
M^{m+1}=P\left[\begin{array}{cc}
A^{m+1} & \sum_{i=m-l+1}^{m} A^{i} B C^{m-i} \\
0 & 0
\end{array}\right] P^{-1}=P\left[\begin{array}{cc}
A^{m+1} & \sum_{i=m-l}^{m-1} A^{i+1} B C^{m-(i+1)} \\
0 & 0
\end{array}\right] P^{-1}
$$

We first prove the sufficiency. If $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{R}(W) \subseteq \mathcal{R}(X)$, then we have $X A^{k+1}=A^{k}, A X^{2}=X$ and $W=X T$ for some $T \in \mathbb{C}^{n \times n}$. Thus, we obtain

$$
\begin{aligned}
Z M^{m+1} & =P\left[\begin{array}{cc}
X A^{m+1} & X \sum_{i=m-l}^{m-1} A^{i+1} B C^{m-(i+1)} \\
0 & 0
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
X A^{m+1} & \sum_{i=m-l}^{m-1}\left(X A^{i+1}\right) B C^{m-1-i} \\
0 & 0
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
A^{m} & \sum_{i=m-l}^{m-1} A^{i} B C^{m-1-i} \\
0 & 0
\end{array}\right] P^{-1}=M^{m},
\end{aligned}
$$

which implies that $Z M^{\operatorname{Ind}(\mathrm{M})+1}=M^{\operatorname{Ind}(\mathrm{M})}$. Also, we have

$$
\begin{aligned}
M Z^{2} & =P\left[\begin{array}{cc}
A & B \\
0 & C
\end{array}\right]\left[\begin{array}{cc}
X & X T \\
0 & 0
\end{array}\right]^{2} P^{-1} \\
& =P\left[\begin{array}{cc}
A X^{2} & A X^{2} T \\
0 & 0
\end{array}\right] P^{-1}=P\left[\begin{array}{cc}
X & X T \\
0 & 0
\end{array}\right] P^{-1}=Z
\end{aligned}
$$

Therefore, $Z$ is a minimal rank weak Drazin inverse of $M$.
For the necessity, let $X_{0}$ be a minimal rank weak Drazin inverse of $A$. Since $C$ is nilpotent, it follows that $0 \in \mathbb{C}^{(n-r) \times(n-r)}$ is a minimal rank weak Drazin inverse of $C$. Thus, by Theorem 3.1, $Z_{0}=P\left[\begin{array}{cc}X_{0} & 0 \\ 0 & 0\end{array}\right] P^{-1}$
is a minimal rank weak Drazin inverse of $M$. Now, for any minimal rank weak Drazin inverse $Z$ of $M$, we have $Z=Z_{0}+Z_{0} G\left(I_{n}-M Z_{0}\right)$ for some $G \in \mathbb{C}^{n \times n}$ by Theorem 2.8. By writing $G=P\left[\begin{array}{ll}G_{1} & G_{2} \\ G_{3} & G_{4}\end{array}\right] P^{-1}$, we can get

$$
\begin{aligned}
Z & =Z_{0}+Z_{0} G\left(I_{n}-M Z_{0}\right) \\
& =P\left(\left[\begin{array}{cc}
X_{0} & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
X_{0} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
G_{1} & G_{2} \\
G_{3} & G_{4}
\end{array}\right]\left[\begin{array}{cc}
I_{r}-A X_{0} & 0 \\
0 & I_{n-r}
\end{array}\right]\right) P^{-1} \\
& =P\left[\begin{array}{cc}
X_{0}+X_{0} G_{1}\left(I_{r}-A X_{0}\right) & X_{0} G_{2} \\
0 & 0
\end{array}\right] P^{-1} .
\end{aligned}
$$

Set $X=X_{0}+X_{0} G_{1}\left(I_{r}-A X_{0}\right)$. Then, $X$ is a minimal rank weak Drazin inverse of $A$ by Theorem 2.8, and $\mathcal{R}\left(X_{0} G_{2}\right) \subseteq \mathcal{R}\left(X_{0}\right)=\mathcal{R}\left(A^{D}\right)=\mathcal{R}(X)$. So the necessity follows.

The next two results follow by Proposition 3.2 directly.
Corollary 3.3. Let $M=U\left[\begin{array}{cc}\Sigma K & \Sigma L \\ 0 & 0\end{array}\right] U^{*}$ be as in (3.6). Then, $Z$ is a minimal rank weak Drazin inverse of $M$ if and only if $Z=U\left[\begin{array}{cc}X & W \\ 0 & 0\end{array}\right] U^{*}$ for some minimal rank weak Drazin inverse $X$ of $\Sigma K$ and some $W$ satisfying $\mathcal{R}(W) \subseteq \mathcal{R}(X)$.

Corollary 3.4. Let $M=U\left[\begin{array}{cc}T & B \\ 0 & N\end{array}\right] U^{*}$ be as in (3.7). Then, $Z$ is a minimal rank weak Drazin inverse of $M$ if and only if $Z=U\left[\begin{array}{cc}T^{-1} & W \\ 0 & 0\end{array}\right] U^{*}$ for some $W \in \mathbb{C}^{r \times(n-r)}$.
4. Relationships with some other generalized inverses and with matrix decompositions. In this section, we first show the relationships between minimal rank weak Drazin inverses and some new types of generalized inverses that have been introduced in the recent decade. Then, we consider matrix decompositions based on minimal rank weak Drazin inverses.

For a square matrix $A$, recall that

- $[15,19] A^{\oplus}=A^{k}\left(A^{k+1}\right)^{\dagger}$ is called the core-EP inverse of $A$, where $k$ is the index of $A$;
- [14] $A^{D, \dagger}=A^{D} A A^{\dagger}$ is called the $D M P$ inverse of $A$;
- [20] $\left(A^{\oplus}\right)^{2} A$ is called the weak group inverse of $A$;
- [10] $\left(A^{\oplus}\right)^{2} A^{2} A^{\dagger}$ is called the weak core inverse of $A$.

The next results show that all these four generalized inverses are special cases of minimal rank weak Drazin inverses.

Proposition 4.1. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent:
(i) $X$ is the core-EP inverse of $A$.
(ii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X)=\mathcal{N}\left[\left(A^{k}\right)^{*}\right]$.
(iii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*}\right]$.
(iv) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}\left[\left(A^{k}\right)^{*}\right] \subseteq \mathcal{N}(X)$.

Proof. Notice that the core-EP inverse $A^{\oplus}$ of $A$ was originally defined as the unique solution to the system: $X A X=X, \mathcal{R}(X)=\mathcal{R}\left(X^{*}\right)=\mathcal{R}\left(A^{k}\right)$ (see [15, Definition 3.1]).
(i) $\Leftrightarrow($ ii $)$. Since $\mathcal{R}\left(X^{*}\right)=\mathcal{R}\left(A^{k}\right)$ if and only if $\mathcal{N}(X)=\mathcal{N}\left[\left(A^{k}\right)^{*}\right]$, the result follows directly from Theorem 2.1.
(ii) $\Rightarrow$ (iii). It is clear.
(iii) $\Rightarrow$ (iv). Since $X$ is a minimal rank weak Drazin inverse of $A$, we have $X A X=X$ and $A X^{2}=X$. Also, since $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*}\right]$, we have $\left(A^{k}\right)^{*}=T X$ for some $T \in \mathbb{C}^{n \times n}$. Thus,

$$
\left(A^{k}\right)^{*}=T X=T(X A X)=(T X) A X=\left(A^{k}\right)^{*} A X
$$

whence it follows $A^{k}=(A X)^{*} A^{k}$. Since $A X^{2}=X$ implies $A X=A^{k} X^{k}$, we have

$$
A X=A^{k} X^{k}=\left[(A X)^{*} A^{k}\right] X^{k}=(A X)^{*} A X
$$

from which it can be seen that $A X=A^{k} X^{k}$ is Hermitian. Therefore,

$$
X=X A X=X\left(A^{k} X^{k}\right)=X\left(A^{k} X^{k}\right)^{*}=X\left(X^{k}\right)^{*}\left(A^{k}\right)^{*}
$$

which gives $\mathcal{N}\left[\left(A^{k}\right)^{*}\right] \subseteq \mathcal{N}(X)$.
(iv) $\Rightarrow$ (ii). It suffices to prove $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*}\right]$. Since $X$ is a minimal rank weak Drazin inverse of $A$, we can get $A X A^{k}=A^{k}$. Also, since $\mathcal{N}\left[\left(A^{k}\right)^{*}\right] \subseteq \mathcal{N}(X)$, there is $W \in \mathbb{C}^{n \times n}$ such that $X=W\left(A^{k}\right)^{*}$. So we have

$$
X=W\left(A^{k}\right)^{*}=W\left[\left(A^{k}\right)^{*} A^{k}\left(A^{k}\right)^{\dagger}\right]=\left[W\left(A^{k}\right)^{*}\right] A^{k}\left(A^{k}\right)^{\dagger}=X A^{k}\left(A^{k}\right)^{\dagger}
$$

and therefore, $A X=A\left[X A^{k}\left(A^{k}\right)^{\dagger}\right]=\left(A X A^{k}\right)\left(A^{k}\right)^{\dagger}=A^{k}\left(A^{k}\right)^{\dagger}$, which implies that $A X$ is Hermitian. Now, by using $A^{k}=A X A^{k}$ and $(A X)^{*}=A X$, we can get $\left(A^{k}\right)^{*}=\left(A X A^{k}\right)^{*}=\left(A^{k}\right)^{*}(A X)^{*}=\left(A^{k}\right)^{*} A X$, which gives $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*}\right]$.

For DMP inverses, weak group inverses and weak core inverses, we have the following corresponding results whose proofs are similar to that of Proposition 4.1 and are therefore omitted.

Proposition 4.2. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent:
(i) $X$ is the DMP inverse of $A$.
(ii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X)=\mathcal{N}\left(A^{k} A^{\dagger}\right)$.
(iii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X) \subseteq \mathcal{N}\left(A^{k} A^{\dagger}\right)$.
(iv) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}\left(A^{k} A^{\dagger}\right) \subseteq \mathcal{N}(X)$.

Proposition 4.3. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent:
(i) $X$ is the weak group inverse of $A$.
(ii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X)=\mathcal{N}\left[\left(A^{k}\right)^{*} A\right]$.
(iii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*} A\right]$.
(iv) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}\left[\left(A^{k}\right)^{*} A\right] \subseteq \mathcal{N}(X)$.
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Proposition 4.4. Let $A \in \mathbb{C}^{n \times n}$ have index $k$. Then, the following statements are equivalent:
(i) $X$ is the weak core inverse of $A$.
(ii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X)=\mathcal{N}\left[\left(A^{k}\right)^{*} A^{2} A^{\dagger}\right]$.
(iii) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}(X) \subseteq \mathcal{N}\left[\left(A^{k}\right)^{*} A^{2} A^{\dagger}\right]$.
(iv) $X$ is a minimal rank weak Drazin inverse of $A$ and $\mathcal{N}\left[\left(A^{k}\right)^{*} A^{2} A^{\dagger}\right] \subseteq \mathcal{N}(X)$.

In view of Corollary 3.4, if a matrix $M$ is written in the form (3.7), then any minimal rank weak Drazin inverse $Z$ of $M$ is of the form $Z=U\left[\begin{array}{cc}T^{-1} & W \\ 0 & 0\end{array}\right] U^{*}$ for some $W$. Moreover, by [19, 11, 20, 10],

- $Z$ is the core-EP inverse of $M$ when $W=0$;
- $Z$ is the DMP inverse of $M$ when $W=T^{-(k+1)}\left[\sum_{i=0}^{k-1} T^{i} B N^{k-1-i}\right] N N^{\dagger}$, where $k=\operatorname{Ind}(M)$;
- $Z$ is the weak group inverse of $M$ when $W=T^{-2} B$;
- $Z$ is the weak core inverse of $M$ when $W=T^{-2} B N N^{\dagger}$.

Recall from [2, p. 169, Theorem 11] that any $A \in \mathbb{C}^{n \times n}$ with index $k>0$ has a unique decomposition

$$
\begin{equation*}
A=C+N \tag{4.8}
\end{equation*}
$$

such that $\operatorname{Ind}(C)=1, N$ is nilpotent with index $k$, and $C N=N C=0$. The equation (4.8) is called the core-nilpotent decomposition of $A$. Analogous to (4.8), two other decompositions were introduced in [19] and [21]: By [19, Theorem 2.1], $A$ has a unique decomposition

$$
\begin{equation*}
A=A_{1}+A_{2} \tag{4.9}
\end{equation*}
$$

such that $\operatorname{Ind}\left(A_{1}\right)=1, A_{2}^{k}=0$, and $A_{1}^{*} A_{2}=A_{2} A_{1}=0 ;$ by [21, Theorem 2.1], $A$ has a unique decomposition

$$
\begin{equation*}
A=\tilde{A}_{1}+\tilde{A}_{2} \tag{4.10}
\end{equation*}
$$

such that $\mathcal{R}\left(\tilde{A}_{1}\right)=\mathcal{R}\left(\tilde{A}_{1}^{*}\right)$ (hence $\left.\operatorname{Ind}\left(\tilde{A}_{1}\right)=1\right), \tilde{A}_{2}^{k+1}=0$, and $\tilde{A}_{2} \tilde{A}_{1}=0$. The equations (4.9) and (4.10) are called the core-EP decomposition and the EP-nilpotent decomposition of $A$, respectively.

For a concrete example, let $A=\left[\begin{array}{cc}T & B \\ 0 & N\end{array}\right]$, where $T$ is invertible and $N$ is nilpotent with index $k$. Then, (4.8), (4.9) and (4.10) become $A=\left[\begin{array}{cc}T & \sum_{i=0}^{k} T^{-i} B N^{i} \\ 0 & 0\end{array}\right]+\left[\begin{array}{cc}0 & -\sum_{i=1}^{k} T^{-i} B N^{i} \\ 0 & N\end{array}\right], A=\left[\begin{array}{cc}T & B \\ 0 & 0\end{array}\right]+\left[\begin{array}{cc}0 & 0 \\ 0 & N\end{array}\right]$ and $A=\left[\begin{array}{cc}T & 0 \\ 0 & 0\end{array}\right]+\left[\begin{array}{cc}0 & B \\ 0 & N\end{array}\right]$, respectively.

Now, for any minimal rank weak Drazin inverse $X$ of $A$, consider the following decompositions of $A$ with respect to $X$ :

$$
\begin{equation*}
A=A_{\mathrm{X}, 1}+A_{\mathrm{x}, 2} \tag{4.11}
\end{equation*}
$$

where $A_{\mathrm{X}, 1}=A X A$ and $A_{\mathrm{X}, 2}=A-A X A ;$

$$
\begin{equation*}
A=\tilde{A}_{\mathrm{x}, 1}+\tilde{A}_{\mathrm{x}, 2} \tag{4.12}
\end{equation*}
$$

where $\tilde{A}_{\mathrm{X}, 1}=A^{2} X$ and $\tilde{A}_{\mathrm{X}, 2}=A-A^{2} X$;

$$
\begin{equation*}
A=\hat{A}_{\mathrm{X}, 1}+\hat{A}_{\mathrm{X}, 2} \tag{4.13}
\end{equation*}
$$

where $\hat{A}_{\mathrm{X}, 1}=X A^{2}$ and $\hat{A}_{\mathrm{X}, 2}=A-X A^{2}$. By Proposition $2.9, A_{\mathrm{X}, 1}, \tilde{A}_{\mathrm{X}, 1}, \hat{A}_{\mathrm{X}, 1}$ are of index 1 , and $A_{\mathrm{X}, 2}, \tilde{A}_{\mathrm{X}, 2}$, $\hat{A}_{\mathrm{X}, 2}$ are all nilpotent.

We close this section with the following simple observation which states that the core-nilpotent decomposition, the core-EP decomposition and the EP-nilpotent decomposition of $A$ can be obtained from (4.11), (4.12) or (4.13) by choosing some specific minimal rank weak Drazin inverse $X$ of $A$.

Proposition 4.5. Let $A, X \in \mathbb{C}^{n \times n}$ and $X$ be a minimal rank weak Drazin inverse of $A$.
(i) If $X=A^{D}$, then (4.8), (4.11), (4.12) and (4.13) coincide.
(ii) If $X=A^{\oplus}$, then (4.9) coincides with (4.11), and (4.10) coincides with (4.12).

Proof. (i). By [2, p. 169, Theorem 11], the core-nilpotent decomposition (4.8) is given by $A=\left(A A^{D} A\right)+$ $\left(A-A A^{D} A\right)$. Thus, if $X=A^{D}$, then (4.11), (4.12) and (4.13) coincide because $A X=X A$, and they become the core-nilpotent decomposition (4.8).
(ii). By [19, Theorem 3.4], the core-EP decomposition (4.9) is given by $A=\left(A A^{\oplus} A\right)+\left(A-A A^{\oplus} A\right)$; also, by [21, Theorem 2.6], the EP-nilpotent decomposition (4.10) is given by $A=\left(A^{2} A{ }^{\oplus}\right)+\left(A-A^{2} A^{\oplus}\right)$. Thus, if $X=A^{\oplus}$, then (4.9) coincides with (4.11), and (4.10) coincides with (4.12).
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