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Abstract. The minimum rank of a simple graph G over a field F is the smallest possible rank

among all symmetric matrices over F whose (i, j)th entry (for i �= j) is nonzero whenever {i, j}
is an edge in G and is zero otherwise. A universally optimal matrix is defined to be an integer

matrix A such that every off-diagonal entry of A is 0, 1, or −1, and for all fields F , the rank of A

is the minimum rank over F of its graph. Universally optimal matrices are used to establish field

independence of minimum rank for numerous graphs. Examples are also provided verifying lack of

field independence for other graphs.
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1. Introduction. The minimum rank problem is, for a given graph G and field
F , to determine the smallest possible rank among symmetric matrices over F whose
off-diagonal pattern of zero-nonzero entries is described by G. Most work on minimum
rank has been on the real minimum rank problem. See [10] for a survey of known
results and discussion of the motivation for the minimum rank problem; an extensive
bibliography is also provided there. Catalogs of minimum rank and other parameters
for families of graphs [15] and small graphs [16] were developed at the AIM workshop
“Spectra of families of matrices described by graphs, digraphs, and sign patterns” [2]
and are available on-line; these catalogs are updated routinely. The study of minimum
rank over fields other than the real numbers was initiated in [5].

The minimum rank of a graph G is field independent if the minimum rank of G is
the same for all fields. In this paper, we establish the field independence or dependence
of minimum rank for most of the families of graphs listed in the AIM on-line minimum

∗Received by the editors June 22, 2008. Accepted for publication July 14, 2009. Handling Editor:

Raphael Loewy.
†Department of Mathematics and Computer Science, Drake University, Des Moines, IA 50311,

USA (luz.dealba@drake.edu).
‡Department of Mathematics, Iowa State University, Ames, IA 50011, USA (grout@iastate.edu,

ranam@iastate.edu, krasmuss@iastate.edu).
§Department of Mathematics, Iowa State University, Ames, IA 50011, USA (lhogben@iastate.edu)

& American Institute of Mathematics, 360 Portage Ave, Palo Alto, CA 94306 (hogben@aimath.org).

403

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 18, pp. 403-419, July 2009



ELA

404 L.M. DeAlba, J. Grout, L. Hogben, R. Mikkelson, and K. Rasmussen

rank graph catalog and establish the minimum rank of several additional families. For
almost every graph discussed that has field independent minimum rank, we exhibit a
single integer matrix that over every field has the given graph and has rank in that field
equal to the minimum rank over the field (what we call a universally optimal matrix,
see Section 2). Note that an integer matrix can be viewed as a matrix over Q or Zp,
where p is a prime. The results are summarized in Table 1.1. The result number(s)
in the first column refer the reader to location(s) within this paper that justify field
independence and existence of a universally optimal matrix or lack thereof (a “no” in
the field independence column or universally optimal matrix column means that not
every member of the family has the property). Note that the assertion that a given
graph does not have a universally optimal matrix can be justified by Observation 2.6
and a result showing minimum rank is higher over a specific finite field. The stated
minimum rank can be found in either the numbered result (with justification or a
reference) or in [1] or [10].

A graph is a pair G = (VG, EG), where VG is the (finite, nonempty) set of vertices
(usually {1, . . . , n} or a subset thereof) and EG is the set of edges (an edge is a
two-element subset of vertices); what we call a graph is sometimes called a simple
undirected graph. Throughout this paper, G will denote a graph. The order of a
graph G, denoted |G|, is the number of vertices of G.

The set of n × n symmetric matrices over F will be denoted by SF
n . For A ∈

SF
n , the graph of A, denoted GF (A), is the graph with vertices {1, . . . , n} and edges

{{i, j} : aij �= 0, 1 ≤ i < j ≤ n}. Note that the diagonal of A is ignored in determining
GF (A). The superscript F is used because the graph of an integer matrix may vary
depending on the field in which the matrix is viewed. The minimum rank over field
F of a graph G is

mrF (G) = min{rank(A) : A ∈ SF
n , GF (A) = G},

and the maximum nullity over F of a graph G is defined to be

MF (G) = max{null(A) : A ∈ SF
n , GF (A) = G}.

In the case F = R, the superscript R may be omitted, so we write mr(G) for mrR(G),
etc. Clearly,

mrF (G) + MF (G) = |G|.

The adjacency matrix of G, A(G) = [aij ], is a (0, 1)-matrix such that aij = 1 if
and only if {i, j} ∈ EG. The complement of G is the graph G = (VG, EG), where EG

consists of all two-element sets from VG that are not in EG.

The subgraph G[R] of G induced by R ⊆ VG is the subgraph with vertex set R

and edge set {{i, j} ∈ EG | i, j ∈ R}. The subgraph induced by R is also denoted by
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Table 1.1

Summary of field dependence of minimum rank for families of graphs.

universally
result # G |G| mr(G) optimal field

matrix independent

1.1, 2.4 Pn n n − 1 yes yes

1.1, 2.5 Cn n n − 2 yes yes
1.1, 2.4 Kn n 1 yes yes

1.1, 2.4 Kp,q p + q 2 yes yes

3.10 Kn1,...,nr , r ≥ 3
∑r

i=1 ni ≤ 3 no no

3.14 Qn (hypercube) 2n 2n−1 ? ?

2.11 Tn (supertriangle) 1
2n(n + 1) 1

2n(n − 1) yes yes

3.1 Wn (wheel) n n − 3 no no

2.12 Ns (necklace) 4s 3s− 2 yes yes

2.24 Pm,k (pineapple), m ≥ 3, k ≥ 2 m + k 3 yes yes

3.2 Ms (Möbius ladder) 2s 2s− 4 no no

3.3, 3.4 Hs (half-graph) 2s s no no

1.1, 2.4 T (tree) yes yes

2.21 unicyclic yes yes

1.2, 2.14 polygonal path n n − 2 yes yes

2.11 claw-free block-clique # of blocks yes yes
(i.e., line graph of tree)

3.5 Cn, n ≥ 5 n 3 no no

3.6 T (T a tree) ≤ 3 no no

3.7 complement of 2-tree ≤ 4 no no

3.8 L(Kn) 1
2n(n − 1) n − 2 no no

2.17 Ps�Ps s2 s2 − s yes yes

Ps�Pt, s > t ≥ 3 st st − t ? ?

3.5 Ks�Pt st st − s no no

3.5 Cs�Pt st st − min{s, 2t} no no

2.16 Ks�Ks s2 2s− 2 yes yes

3.5 Ks�Kt, s > t st s + t − 2 no no

3.9 Cs�Kt, s ≥ 4 st st − 2t no no

2.18 Cs�Cs s2 s2 − (s + 2 s
2�) yes yes

3.9 Cs�Ct, s > t st no no

3.12 Ps � Pt st (s − 1)(t − 1) no no

2.22 Kt ◦ Ks st + t t + 1 yes yes

2.22 Ct ◦ K1, t ≥ 4 2t 2t −  t
2� yes yes

2.22, 2.23 Ct ◦ Ks, s ≥ 2 st + t 2t − 2 yes yes
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G − R, or in the case R is a single vertex v, by G − v. If A is an n × n matrix and
R ⊆ {1, . . . , n}, the principal submatrix A[R] is the matrix consisting of the entries
in the rows and columns indexed by R. If A ∈ SF

n and GF (A) = G, then by a slight
abuse of notation GF (A[R]) can be identified with G[R].

A subgraph G′ of a graph G is a clique if G′ has an edge between every pair of
vertices of G′. A set of subgraphs of G, each of which is a clique and such that every
edge of G is contained in at least one of these cliques, is called a clique covering of G.
The clique covering number of G, denoted by cc(G), is the smallest number of cliques
in a clique covering of G.

A vertex v of a connected graph G is a cut-vertex if G− v is disconnected. More
generally, v is a cut-vertex of a graph G if v is a cut-vertex of a connected component
of G. A graph is nonseparable if it is connected and has no cut-vertices. A block
of a graph is a maximal nonseparable induced subgraph. A block-clique graph is a
graph in which every block is a clique (this type of graph is also called 1-chordal). A
block-cycle-clique graph is a graph in which every block is either a cycle or a clique
(this type of graph is also called a block-graph). A graph is claw-free if it does not
contain an induced K1,3.

A 2-tree is a graph built from K3 by adding to it one vertex at a time adjacent
to exactly a pair of existing adjacent vertices. A polygonal path is a “path” of cycles
built from cycles Cm1 , . . . , Cmk

constructed so that for i = 2, . . . , k and j < i − 1,
Cmi−1 ∩Cmi has exactly one edge and Cmj ∩Cmi has no edges. A polygonal path has
been called an LSEAC graph, a 2-connected partial linear 2-tree, a 2-connected partial
2-path, or a linear 2-tree by some authors (the last of these terms is unfortunate, since
a polygonal path need not be a 2-tree).

The line graph of a graph G, denoted L(G), is the graph having vertex set EG,
with two vertices in L(G) adjacent if and only if the corresponding edges share an
endpoint in G. Since we require a graph to have a nonempty set of vertices, the line
graph L(G) is defined only for a graph G that has at least one edge.

The Cartesian product of two graphs G and H , denoted G�H , is the graph with
vertex set VG ×VH such that (u, v) is adjacent to (u′, v′) if and only if (1) u = u′ and
{v, v′} ∈ EH , or (2) v = v′ and {u, u′} ∈ EG.

The strong product of two graphs G and H , denoted G � H , is the graph with
vertex set VG×VH such that (u, v) is adjacent to (u′, v′) if and only if (1) {u, u′} ∈ EG

and {v, v′} ∈ EH , or (2) u = u′ and {v, v′} ∈ EH , or (3) v = v′ and {u, u′} ∈ EG.

The corona of G with H , denoted G ◦ H , is the graph of order |G||H | + |G|
obtained by taking one copy of G and |G| copies of H , and joining all the vertices in
the ith copy of H to the ith vertex of G.
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The nth hypercube, Qn, is defined inductively by Q1 = K2 and Qn+1 = Qn�K2.
Clearly, |Qn| = 2n. The nth supertriangle, Tn, is an equilateral triangular grid with
n vertices on each side. The order of Tn is 1

2n(n + 1). The Möbius ladder is obtained
from Cs�P2 by replacing one pair of parallel cycle edges with a crossed pair.

Illustrations of these graphs and constructions can be found in [15], and some
illustrations can be found in Section 3.

An upper bound for MF (G), which yields an associated lower bound for mrF (G),
is the parameter Z(G) introduced in [1]. If G is a graph with each vertex colored
either white or black, u is a black vertex of G, and exactly one neighbor v of u is
white, then change the color of v to black (this is called the color-change rule). Given
a coloring of G, the derived coloring is the (unique) result of applying the color-change
rule until no more changes are possible. A zero forcing set for a graph G is a subset of
vertices Z such that if initially the vertices in Z are colored black and the remaining
vertices are colored white, the derived coloring of G is all black. The zero forcing
number Z(G) is the minimum of |Z| over all zero forcing sets Z ⊆ VG.

Observation 1.1. It is known that the following graphs have field independent
minimum rank:

1. the complete graph Kn,
2. the path Pn,
3. the cycle Cn,
4. the complete bipartite graph Kp,q,
5. every tree [8].

Proposition 1.2. Every polygonal path has field independent minimum rank.

Proof. Note that for any graph G, mrF (G) = |G|−1 implies G is a path [7, 11, 19].
The paper [17] addresses only minimum rank over the real numbers, but the proof
there shows that if H is a polygonal path, then Z(H) = 2, so mrF (H) ≥ |H | − 2.
Since H is not a path, mrF (H) ≤ |H | − 2.

2. Universally optimal matrices. A matrix A ∈ SF
n is optimal for a graph

G over a field F if GF (A) = G and rankF (A) = mrF (G). Recall that when A is an
integer matrix and p is prime, A can be viewed as a matrix over Zp; the rank of A

over Zp will be denoted rankZp(A).

Definition 2.1. A universally optimal matrix is an integer matrix A such
that every off-diagonal entry of A is 0, 1, or −1, and for all fields F , rankF (A) =
mrF (G(A)).

Note that if A is a universally optimal matrix, then GF (A) = G(A) is independent
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of the field. The next two results are basic linear algebra.

Proposition 2.2. Let S ⊂ Zn be a linearly dependent set of vectors over Q.
Then for every prime number p, S is linearly dependent over Zp.

Corollary 2.3. If A ∈ Zn×n, then for every prime p, rankZp(A) ≤ rank(A).

Observation 2.4. Each of the following graphs has a universally optimal matrix
of the form A(G) + D where D is a diagonal (0, 1)-matrix:

1. the complete graph Kn,
2. the complete bipartite graph Kp,q,
3. every tree [13].

Proposition 2.5. Every cycle has a universally optimal matrix.

Proof. In [13], it was shown that the cycle Cn, n �= 5, has an optimal matrix of
the form A(G) + D where D is a diagonal (0, 1)-matrix. The matrix A5 = A(C5) +
diag(0, 0,−1,−1,−1) is a universally optimal matrix for C5, because for every field
F , 3 = mrF (C5) ≤ rankF (A5) ≤ rank(A5) = 3.

Observation 2.6. The existence of a universally optimal matrix A for the graph
G implies mrF (G) ≤ mr(G) for all fields F , or equivalently, the existence of a field
F such that mrF (G) > mr(G) implies that G cannot have a universally optimal
matrix.

Note that the existence of a universally optimal matrix A for the graph G does
not imply field independence of minimum rank for G, because the rank of A could be
lower over Zp for some prime p, as in the next example.

Example 2.7. [5] Let J =


1 1 1

1 1 1
1 1 1


 and A =


0 J J

J 0 J

J J 0


. The matrix A is a

universally optimal matrix because if charF �= 2, then rankF (A) = 3 = mrF (K3,3,3),
and if charF = 2, then rankF (A) = 2 = mrF (K3,3,3).

The graphs in Observation 2.4 and Proposition 2.5 are known to have field in-
dependent minimum rank. To use a universally optimal matrix to establish field
independence of minimum rank, we typically use another bound such as Z(G) to
show that mr(G) ≤ mrF (G) for all F .

Proposition 2.8. The minimum rank of Petersen graph P is field independent,
and A(P ) − I is a universally optimal matrix for P .

Proof. In [1], it was shown that mr(P ) = 5 = Z(P ). So, 5 = |P | − Z(P ) ≤
mrF (P ) ≤ rankF (A(P ) − I) ≤ rank(A(P ) − I) = 5.
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We use the idea of covering the edges of a graph with subgraphs to construct
optimal matrices. An (edge) covering of a graph G is a set of subgraphs C = {Gi, i =
1, . . . , h} such that G is the (nondisjoint) union G = ∪h

i=1Gi. A graph has many
possible coverings, but some, such as clique coverings, are more useful than others.
For a given covering C, cC(e) will denote the number of subgraphs that have edge e

as a member.

Proposition 2.9. Let F be a field and let G be a graph. Suppose C = {Gi, i =
1, . . . , h} is a covering of G such that for each Gi there is an optimal matrix of the
form A(Gi) + Di, where Di is diagonal. If charF = 0 or if char F = p and cC(e) �≡ 0
mod p for every edge e ∈ EG, then

mrF (G) ≤
h∑

i=1

mrF (Gi).

In particular, if cC(e) = 1 for every edge e ∈ EG and mr(G) =
∑h

i=1 mr(Gi), then
there is an integer diagonal matrix D such that A(G) + D is an optimal matrix over
R.

Proof. Let Ai be constructed by embedding an optimal matrix A(Gi) + Di for
Gi in the appropriate place in a |G| × |G| matrix. For A =

∑h
i=1 Ai, GF (A) = G and

rankF (A) ≤ ∑h
i=1 rankF (Ai) =

∑h
i=1 mrF (Gi).

Corollary 2.10. If Z(G) + cc(G) = |G| and G has an optimal clique-covering
with cliques intersecting only at the vertices, then the matrix A(G)+D obtained from
the optimal clique-covering as in Proposition 2.9 is a universally optimal matrix for
G and the minimum rank of G is field independent.

Corollary 2.11. Minimum rank is field independent for supertriangles and
claw-free block-clique graphs and these graphs have universally optimal matrices.

Proof. This follows from Corollary 2.10 and [1].

The necklace with s diamonds, denoted Ns, is a 3-regular graph that can be
constructed from a 3s-cycle by appending s extra vertices, with each “extra” vertex
adjacent to 3 sequential cycle vertices; N3 is shown in Figure 2.1.

Proposition 2.12. The necklace Ns has a universally optimal matrix A(Ns)+I,
has field independent minimum rank, and mrF (Ns) = 3s − 2 for every field F .

Proof. By [13], rank(A(C3s) + I) = 3s−2. The matrix A(Ns) + I has s duplicate
rows and columns that can be deleted to leave A(C3s)+ I without changing the rank.
Since mrF (Ns) ≥ mrF (C3s) = 3s − 2, A(Ns) + I is a universally optimal matrix.

Next we show that every polygonal path has a universally optimal matrix. We
begin with a lemma.

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 18, pp. 403-419, July 2009



ELA

410 L.M. DeAlba, J. Grout, L. Hogben, R. Mikkelson, and K. Rasmussen

Fig. 2.1. The necklace N3.

Lemma 2.13. Let G be a polygonal path built from two cycles. Then G has a
universally optimal matrix.

Proof. Let one induced cycle of G have n vertices and the other m vertices.
Then n + m = |G| + 2. If m = n = 3, then G is K4 − e; label G so that the
missing edge is {1, 3}. Then G has a universally optimal matrix of the form A4 =
A(G) + diag(0, 1, 0, 1).

If at least one of m,n is greater than three, we “cover” G with a K4 − e where
the two cycles overlap and n−3+m−3 other triangles. Note that this involves extra
edges not in G (so is not a covering in the sense of Proposition 2.9). Let J be the 3×3
all 1’s matrix. Embed A4 in the appropriate place in a matrix of order m + n − 2,
and for each additional triangle used in the “covering,” embed −J or J (with signs
alternating). Let B be the sum of all these matrices. The entries corresponding to
the unwanted edges of the triangles covering G will be zero (by the choice of sign
of J), so that GF (B) = G, and every off-diagonal entry of B is 0, 1, or −1. Since
|G| − 2 = mr(G) ≤ rankB ≤ m − 3 + n − 3 + 2 = |G| − 2, B is a universally optimal
matrix for G.

Theorem 2.14. Every polygonal path G has a universally optimal matrix.

Proof. We proceed by induction on the number of cycles used to build G. If G is
built from one or two cycles, then G has a universally optimal matrix by Proposition
2.5 and Lemma 2.13. Now assume that every polygonal path built from n−1 or fewer
cycles has a universally optimal matrix and G is built from n ≥ 3 cycles.

Let the nth cycle of G, which is an end cycle, be called C. Let H be an induced
subgraph of G formed by deleting the parts of C and its neighbor cycle (the (n− 1)st
cycle) that do not overlap with the other cycles in G. Then H is a polygonal path
built from n−2 cycles. By assumption H has a universally optimal matrix A1. Recall
that C has a universally optimal matrix A2. There are two cases. In G, either C

shares a vertex with H or it does not.

If H and C share a vertex in G, then the portion of G not covered by H and C
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is a path P on at least two vertices. Recall that P has a universally optimal matrix
A3. Then, embedding A1, A2, and A3 in the appropriate places in n×n matrices and
summing, we get a matrix B where G(B) = G. Then we have |G| − 2 = mr(G) ≤
rank(B) ≤ rank(A1)+rank(A2)+rank(A3) = |H |−2+ |P |−1+ |C|−2 = |G|+3−5 =
|G| − 2.

If H and C do not share a vertex in G, the portion of G not covered by H and C

consists of two disjoint paths P1 and P2, each on at least two vertices. Recall that both
P1 and P2 have universally optimal matrices A4 and A5. Embedding A1, A2, A4, and
A5 in the appropriate places in n × n matrices and summing, we obtain a matrix B

where G(B) = G. Now we have |G|−2 = mr(G) ≤ rank(B) ≤ rank(A1) + rank(A4) +
rank(A5) + rank(A2) = |H | − 2 + |P1| − 1 + |P2| − 1 + |C| − 2 = |G|+ 4− 6 = |G| − 2.

Thus, in both cases, G has a universally optimal matrix.

For Cartesian products, G�G is a special case. For example, we show in Proposi-
tion 2.16 that Ks�Ks has a universally optimal matrix and is field independent, but
this need not be true for Ks�Kt (Proposition 3.5).

In [1], a technique involving Kronecker products was used to construct optimal
matrices. If A is an s × s real matrix and B is a t × t real matrix, then A ⊗ B is the
s× s block matrix whose (i, j)th block is the t× t matrix aijB. The following results
are standard (cf. [12, §9.7]).

Observation 2.15. Let G and H be graphs of order s and t, respectively, and
let A and B be matrices over a field F such that GF (A) = G and GF (B) = H . Then
GF (A ⊗ It + Is ⊗ B) = G�H .

If x is an eigenvector of A for eigenvalue λ and y is an eigenvector of B for
eigenvalue µ, then x⊗ y is an eigenvector of A⊗ It + Is ⊗ B for eigenvalue λ + µ.

Proposition 2.16. The graph Ks�Ks has a universally optimal matrix and has
field independent minimum rank.

Proof. Let Js be the s × s matrix having each entry equal to 1. Over the field
R, the multiplicity of eigenvalue 0 for Js ⊗ Is + Is ⊗ (−Js) is (s − 1)(s − 1) + 1 =
s2 − 2s + 2 = Z(Ks�Ks), so Js ⊗ Is + Is ⊗ (−Js) is a universally optimal matrix for
Ks�Ks and the minimum rank of Ks�Ks is field independent.

Proposition 2.17. The graph Ps�Ps has a universally optimal matrix and has
field independent minimum rank.

Proof. Let As = A(Ps) (or any (0, 1,−1)-matrix having graph Ps). Over the
field R, the multiplicity of eigenvalue 0 for As ⊗ Is + Is ⊗ (−As) is s = Z(Ps�Ps)
so As ⊗ Is + Is ⊗ (−As) is universally optimal for Ps�Ps, and the minimum rank of
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Ps�Ps is field independent.

Theorem 2.18. The graph Cs�Cs has a universally optimal matrix, has field
independent minimum rank, and MF (Cs�Cs) = Z(Cs�Cs) = s+ 2 s

2� for every field
F .

Proof. Let As be obtained from A(Cs) by changing the sign of a pair of symmet-
rically placed ones. Let k = � s

2�. Then over the field R, the (distinct) eigenvalues
of A are λi = 2 cos π(2i−1)

s , i = 1, . . . , k, each with multiplicity 2, except that if
s is odd, λk = −2 has multiplicity 1. Therefore over R the multiplicity of eigen-
value 0 for As ⊗ Is + Is ⊗ (−As) is at least 4

(
s
2

)
= 2s = s + 2 s

2� if s is even and
4

(
s−1
2

)
+ 1 = 2s − 1 = s + 2 s

2� if s is odd. Furthermore, As ⊗ Is + Is ⊗ (−As) is a
(0, 1,−1)-matrix.

If s is even, Z(Cs�Cs) ≤ 2s because the vertices in two successive cycles form
a zero forcing set (cf. [1, Corollary 2.8]). So assume s is odd. The graph Cs�Cs is
a cycle of cycles. Number the cycles sequentially as C

(i)
s , i = 1, . . . , s and within

cycle C
(i)
s denote the vertices sequentially by v

(i)
j , j = 1, . . . , s. We claim that

{v(s)
1 , . . . , v

(s)
s , v

(1)
1 , . . . , v

(1)
s−1} is a zero forcing set, and so Z(Cs�Cs) ≤ 2s−1. Forcing

across cycles C
(i)
s , vertices v

(s)
1 , . . . , v

(s)
s−1 can force vertices v

(s−1)
1 , . . . , v

(s−1)
s−1 , so we

have one cycle of s black vertices surrounded by two cycles each having s − 1 black
vertices. Then vertices v

(1)
2 , . . . , v

(1)
s−2 can force vertices v

(2)
2 , . . . , v

(2)
s−2 and vertices

v
(s−1)
2 , . . . , v

(s−1)
s−2 can force vertices v

(s−2)
2 , . . . , v

(s−2)
s−2 . Repeating this process, we ob-

tain one completely black cycle, two cycles with all but 1 vertex colored black, two
cycles with all but 3 vertices colored black, . . . , two cycles with all but s− 2 vertices
colored black, i.e., two cycles with 2 black vertices. Note that all cycles now have at
least 2 black vertices. We can then force the remaining vertices along the cycles C

(i)
s ,

starting with C
((s−1)/2)
s and C

((s+1)/2)
s , each of which has black vertices in the two

positions s−1
2 and s+1

2 when we start the process of forcing along cycles C
(i)
s .

Therefore, M(Cs�Cs) ≥ null(As ⊗ Is + Is ⊗ (−As)) ≥ s + 2 s
2� ≥ Z(Cs�Cs) ≥

M(Cs�Cs), so we have equality throughout, As ⊗ Is + Is ⊗ (−As) is a universally
optimal matrix for Cs�Cs, and the minimum rank of Cs�Cs is field independent.

Theorem 2.19. Let v be a cut-vertex of graph G. For i = 1, . . . , h, letWi ⊆ V (G)
be the vertices of the ith component of G− v and let Vi = {v} ∪Wi. If the minimum
rank of G[Vi] and G[Wi] is field independent for all i = 1, . . . , h, then the minimum
rank of G is field independent.

Suppose in addition that for all i = 1, . . . , h, G[Vi] and G[Wi] have universally
optimal matrices of the form Ai = A(G[Vi])+Di and Ãi = A(G[Wi])+D̃i, respectively,
where Di, D̃i are integer diagonal matrices. Then G has a universally optimal matrix
of the form A(G) + D, where D is an integer diagonal matrix. The analogous result
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is true if the adjacency matrices are replaced by (0, 1,−1)-matrices.

Proof. It is known that cut-vertex reduction is valid over any field [10]; the
statement about field independence is an immediate consequence.

The existence of a universally optimal matrix is established by methods similar
to those in Theorems 4.9 and 4.12 in [13]. If mr(G) − mr(G − v) < 2, then mr(G) =∑h

i=1 mr(G[Vi]) [3]. Let Ăi be the n×n matrix obtained from Ai by embedding it in
the appropriate place (setting all other entries 0). The matrix A = Ă1 + · · · + Ăh is
optimal for G.

If mr(G) − mr(G − v) = 2, for i = 1, . . . , h, let Ăi be the n × n matrix obtained
from Ãi by embedding it in the appropriate place (setting all other entries 0). The
matrix A constructed from Ă1 + · · · + Ăh by setting entries in row and column v to
1 as needed to obtain G(A) = G is optimal for G.

Theorem 2.20. A block-cycle-clique graph G has a universally optimal matrix
of the form A(G)+D, where D is an integer diagonal matrix, and the minimum rank
of a block-cycle-clique matrix is field independent.

Proof. Note that the result of deleting a vertex from a block-cycle-clique graph is
one or more smaller block-cycle-clique graphs. The proof is by induction. Assume true
for all block-cycle-clique graphs of order less than n and let G be a block-cycle-clique
graph of order n. If G is a clique or a cycle then G has a universally optimal matrix
of the form A(G) + D (cf. Observation 2.4 and Proposition 2.5) and the minimum
rank of a such graph is field independent. If not, then G has a cut-vertex. Label the
components as in Theorem 2.19. By the induction hypothesis, for all i = 1, . . . , h,
G[Vi] and G[Wi] have universally optimal matrices of the form Ai = A(G[Vi]) + Di

and Ãi = A(G[Wi]) + D̃i, respectively, where Di, D̃i are integer diagonal matrices.
So by Theorem 2.19, G has a universally optimal matrix of the form A(G) + D and
the minimum rank of G is field independent.

Corollary 2.21. A unicyclic graph has field independent minimum rank and
has a universally optimal matrix of the form A(G)+D, where D is an integer diagonal
matrix.

Corollary 2.22. A corona G of the form Kt◦Ks or Ct◦Ks has field independent
minimum rank and has a universally optimal matrix of the form A(G) + D, where D

is an integer diagonal matrix.

In [1], it was shown that mr(Kt ◦ Ks) = t + 1. In [4], it was shown that mr(Ct ◦
K1) = 2t −  t

2� (for t ≥ 4).

Proposition 2.23. For s ≥ 2, mr(Ct ◦ Ks) = 2t − 2.
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Proof. We can cover Ct ◦ Ks with the cycle and t copies of Ks+1, so mr(Ct ◦
Ks) ≤ 2t − 2. All s vertices in two consecutive copies of Ks and all but one vertex
of each of the remaining Ks are a zero forcing set, so Z(Ct ◦ Ks) ≤ ts − t + 2 and
2t − 2 = (ts + t) − (ts − t + 2) ≤ mr((Ct ◦ Ks).

The (m, k)-pineapple (with m ≥ 3, k ≥ 2) is Pm,k = Km∪K1,k such that Km∩K1,k

is the vertex of K1,k of degree k; P5,3 is shown in Figure 2.2.

Fig. 2.2. The pineapple P5,3.

Corollary 2.24. Every pineapple Pm,k (m ≥ 3, k ≥ 2) has field independent
minimum rank, has a universally optimal matrix of the form A(Pm,k) + D where D

is an integer diagonal matrix, and mrF (Pm,k) = 3 for every field F .

Proof. The first two statements follow from Theorem 2.20. By construction,
mr(Pm,k) ≤ mr(Km) + mr(K1,k) = 1 + 2. Since Pm,k contains � as an induced
subgraph, mr(Pm,k) ≥ 3 [5].

In all previous examples, whenever a graph had field independent minimum rank,
it also had a universally optimal matrix. However, this need not always be the
case. The next example exhibits a (disconnected) graph that has field independent
minimum rank, but that does not have a universally optimal matrix.

Example 2.25. Let G be the disjoint union of K3,3,3 and P3 ∪ 2K3. We show
that G has field independent minimum rank but G does not have a universally optimal
matrix. Note first that mrF (G) = mrF (K3,3,3) + mrF (P3 ∪ 2K3) and if GF (A) = G

then A = A1 ⊕ A2, where GF (A1) = K3,3,3 and GF (A2) = P3 ∪ 2K3.

In [5, 6], it is shown that for charF �= 2, mrF (K3,3,3) = 3 and mrF (P3 ∪ 2K3) = 2.
For char F = 2, mrF (K3,3,3) = 2 and mrF (P3 ∪ 2K3) > 2 [5, 6]. It is easy to construct
a matrix A such that GZ2(A) = P3 ∪ 2K3 and rankZ2(A) = 3, so for charF = 2,
mrF (P3 ∪ 2K3) = 3. Thus,

mrF (G) = mrF (K3,3,3) + mrF (P3 ∪ 2K3) =
{

3 + 2 = 5 if charF �= 2;
2 + 3 = 5 if charF = 2.

Thus, G has field independent minimum rank.

Now suppose A = A1⊕A2 is an optimal integer matrix for G over R. Necessarily,
rank(A2) = 2. Then by Corollary 2.3, rankZ2(A2) ≤ 2. Since mrZ2(P3 ∪ 2K3) = 3,
GZ2(A2) �= P3 ∪ 2K3. Thus, GZ2(A) �= G and A is not a universally optimal matrix.
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3. Additional Field Dependence Results. With the exception of Qn and
Ps�Pt for s �= t, the field independence or lack thereof has been established for all
the families of graphs in the AIM Minimum Rank Graph Catalog: Families of Graphs
[15]. These results are summarized in Table 1.1; many were established in Section
2 by exhibiting universally optimal matrices. This section contains the remaining
justifications, which involve lack of field independence of minimum rank. In this
section, when we state the minimum rank over Z2 of a particular graph, this minimum
rank was exhaustively computed using all possible diagonals; the computations are
available in a worksheet [9] using the open-source mathematics software Sage [20].

Example 3.1. For the 6th wheel, mrZ2(W6) = 4 > 3 = mr(W6) (it is well known
that for any infinite field F , mrF (Wn) = n − 3 because Wn can be constructed from
Cn−1 by adding one vertex that is adjacent to all the other vertices).

Example 3.2. For the 5th Möbius ladder shown in Figure 3.1, mrZ2(M5) = 8 >

6 = mr(M5) [1].

Fig. 3.1. The 5th Möbius ladder M5.

The sth half-graph, denoted Hs, is the graph constructed from (disjoint) graphs
Ks and Ks, having vertices u1, . . . , us and v1, . . . , vs, respectively, by adding all edges
{ui, vj} such that i + j ≤ s + 1. Figure 3.2 shows H3, with the vertices of the K3

being colored black and the vertices of the K3 colored white.

Fig. 3.2. The 3rd half-graph H3.

Proposition 3.3. For every half-graph, mr(Hs) = s and Z(Hs) = M(Hs) = s.

Proof. Let u1, . . . , us, v1, . . . , vs be the vertices of Hs as described above, taken
in that order. Let Ls = [-ij ] be the (0, 1)-matrix defined by -ij = 1 if and only if

i + j ≤ s + 1. Let As =
[
L2

s Ls

Ls Is

]
. Then G(As) = Hs and rank(As) = s. It is easy to
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see that the vertices u1, . . . , us form a zero forcing set, so

s = |Hs| − s ≤ |Hs| − Z(Hs) ≤ mr(Hs) ≤ rank(As) = s.

Thus, mr(Hs) = s and Z(Hs) = M(Hs) = s.

Example 3.4. For the 3rd half-graph shown in Figure 3.2, mrZ2(H3) = 4 > 3 =
mr(H3).

Example 3.5. The graphs C6, K3�K2, K3�P2, C3�P2 are isomorphic and
mrZ2(C3�P2) = 4 > 3 = mr(C3�P2) [1].

Example 3.6. For the tree T shown in Figure 3.3, mrZ2(T ) = 4 > 3 = mr(T )
[1].

Fig. 3.3. A tree T and its complement T .

Example 3.7. For the 2-tree H shown in Figure 3.4, mrZ2(H) = 5 > 4 = mr(H)
[14].

Fig. 3.4. A 2-tree H and its complement H.

Example 3.8. The line graph of K7 has mrZ2(L(K7)) = 6 > 5 = mr(L(K7)) [1].
Note that L(K7) is a strongly regular graph with parameters (21, 10, 5, 4).

Example 3.9. The graphs C5�C3, C5�K3 are isomorphic and mrZ2(C5�K3) =
10 > 9 = mr(C5�K3) [1].

Example 3.10. For the complete multipartite graph K2,2,2,2, mrZ2(K2,2,2,2) =
4 > 2 = mr(K2,2,2,2) [5]. Therefore, K2,2,2,2 does not have a universally optimal
matrix. (Note that K3,3,3 has already established that complete multipartite graphs
need not be field independent.)

Let C = (G1, . . . , Gh) be an ordered covering of the graph G and for k = 2, . . . , h,
let Rk = {e : ∃j < k such that e ∈ (EGj ∩ EGk

)}. The overlap of C is overC(G) =
maxk=2,...,h |Rk|.

Proposition 3.11. Let F be a field and let G be a graph. If C = (G1, . . . , Gh)
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Fig. 3.5. The complete multipartite graph K2,2,2,2.

is an ordered covering of G, and overC(G) < |F | − 1 or F is infinite, then

mrF (G) ≤
h∑

i=1

mrF (Gi).

Proof. Let Ai be constructed by embedding an optimal matrix for Gi in the
appropriate place in a |G| × |G| matrix. For e ∈ EG, we will denote by a

(i)
e the entry

of Ai corresponding to e. We show how to select ci such that for A =
∑h

i=1 ciAi,
GF (A) = G. Let c1 = 1 and assume c1, . . . , ck−1 have been chosen such no cancelation
has occurred for any off-diagonal entry. Choose a nonzero ck such that for each e ∈ Rk,

cka
(k)
e �= −


k−1∑

j=1

cja
(j)
e


 .

Proposition 3.12. For Ps � Pt, the minimum rank is the same over all fields
of order greater than 2, and mrZ2(P3 � P3) = 6 > 4 = mr(P3 � P3).

Proof. The graph Ps �Pt has an ordered covering C = (G1, . . . , G(s−1)(t−1)) with
Gi = K4, proceeding row by row. With the covering just described, overC(Ps�Pt) = 2
and cC(e) = 2 or 1 for all edges e ∈ EPs�Pt

. If |F | > 3, overC(Ps � Pt) < |F | − 1;
for F = Z3, note that cC(e) �≡ 0 mod 3 for all e ∈ EPs�Pt

. Thus, by Propositions
3.11 and 2.9, mrF (Ps � Pt) ≤ ∑h

i=1 mrF (Gi) = mr(Ps � Pt). By [1], M(Ps � Pt) =
Z(Ps � Pt), so mr(Ps � Pt) ≤ mrF (Ps � Pt).

Many of our examples show a difference in minimum rank only over Z2, but this
need not be the case. In [6], it was shown it is possible for a graph to have minimum
rank that differs only over small fields, as in the next example.

Example 3.13. Consider the graph 3K2 ∪ K1 shown in Figure 3.6 and let F

be a field. It is shown in [5] that for an infinite field, mrF (3K2 ∪K1) = 2. For
finite fields, it is shown in [6] that mrF (3K2 ∪K1) = 2 if and only if (charF �= 2
and |F | > 3) or (char F = 2 and |F | > 2), or equivalently, |F | ≥ 4. In particular,
3 = rankZ3(A(3K2 ∪ K1)) ≥ mrZ3(3K2 ∪ K1) ≥ 3 and mrZ2(3K2 ∪ K1) = 4.
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Fig. 3.6. The graph 3K2 ∪ K1.

Theorem 3.14. Let F be a field such that the characteristic of F is 0 or 2, or
|F | ≥ 6. Then mrF (Qn) = 2n−1.

Proof. In [1], it is shown that mrF (Qn) ≥ 2n−1, with equality for F = R or
char F = 2. We extend the technique used for R (which requires

√
2 ∈ F ) to other

fields.

Suppose that there exist nonzero α, β ∈ F such that α2 + β2 = 1. We recursively
define two sequences of matrices Ln, Hn such that L2

n = I, GF (Hn) = Qn, and
rankF (Hn) = 2n−1. Let

H1 =
[
1 1
1 1

]
, L1 =

[
0 1
1 0

]
.

Given Hn−1 and Ln−1, define

Hn =
[
Ln−1 I

I Ln−1

]
, Ln =

[
αLn−1 βI

βI −αLn−1

]
.

By induction, L2
n = I. Clearly, GF (Hn) = Qn. Since[

I 0
−Ln−1 I

] [
Ln−1 I

I Ln−1

]
=

[
Ln−1 I

0 0

]
,

it holds that rankF (Hn) = 2n−1.

Note that for charF = 0, (3
5 )2 + (4

5 )2 = 1. Now consider Zp. The sums α2 + β2

and γ2 + δ2 are considered essentially different if {α2, β2} �= {γ2, δ2} (as unordered
sets). If there are two essentially different expressions for 1 as the sum of two squares,
then one of them must have both elements nonzero, and we can construct Ln, Hn as
above. In [18], it is shown that the number of essentially different ways to express
1 as a sum of squares in a finite field F is  |F |+10

8 �, and note that if |F | ≥ 6 then
 |F |+10

8 � ≥ 2.
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Meulen, and A. Wangsness). Zero forcing sets and the minimum rank of graphs. Linear

Algebra and its Applications, 428(7):1628–1648, 2008.

[2] American Institute of Mathematics “Spectra of families of matrices described by graphs,

digraphs, and sign patterns”, October 23–27, 2006. Workshop webpage available at

http://aimath.org/pastworkshops/matrixspectrum.html.

[3] F. Barioli, S. Fallat, and L. Hogben. Computation of minimal rank and path cover number for

graphs. Linear Algebra and its Applications, 392:289–303, 2004.

[4] F. Barioli, S.M. Fallat, and L. Hogben. On the difference between the maximum multiplicity

and path cover number for tree-like graphs. Linear Algebra and its Applications, 409:13–31,

2005.

[5] W. Barrett, H. van der Holst, and R. Loewy. Graphs whose minimal rank is two. Electronic

Journal of Linear Algebra, 11:258–280, 2004.

[6] W. Barrett, H. van der Holst, and R. Loewy. Graphs whose minimal rank is two: The finite

fields case. Electronic Journal of Linear Algebra, 14:32–42, 2005.

[7] A. Bento and A. Leal-Duarte. On Fiedler’s characterization of tridiagonal matrices over arbi-

trary fields. Linear Algebra and its Applications, 401:467–481, 2005.

[8] N.L. Chenette, S.V. Droms, L. Hogben, R. Mikkelson, and O. Pryporova. Minimum rank of a

tree over an arbitrary field. Electronic Journal of Linear Algebra, 16:183–186, 2007.

[9] L.M. DeAlba, J. Grout, L. Hogben, R. Mikkelson, and K. Rasmussen. Verification of

minimum rank over Z2. Available at http://www.public.iastate.edu/%7Elhogben/

Universally%20Optimal%20Matrices%20Examples%20(Sage).pdf.

[10] S. Fallat and L. Hogben. The minimum rank of symmetric matrices described by a graph: A

survey. Linear Algebra and its Applications 426(2/3):558–582, 2007.

[11] M. Fiedler. A characterization of tridiagonal matrices. Linear Algebra and its Applications,

2:191–197, 1969.

[12] C. Godsil and G. Royle. Algebraic Graph Theory. Springer-Verlag, New York, 2001.

[13] L. Hogben. Spectral graph theory and the inverse eigenvalue problem of a graph. Electronic

Journal of Linear Algebra, 14:12–31, 2005.

[14] L. Hogben. Orthogonal representations, minimum rank, and graph complements. Linear Al-

gebra and its Applications, 428(11/12):2560–2568, 2008.

[15] L. Hogben, W. Barrett, J. Grout, and H. van der Holst, editors. AIM Minimum Rank Graph

Catalog: Families of Graphs, April 6, 2007 version. Available at http://aimath.org/

pastworkshops/catalog2.html.

[16] L. Hogben, J. Grout, and H. van der Holst, editors. AIM Minimum Rank Graph Catalog:

Small Graphs, April 11, 2007 version. Available at http://aimath.org/pastworkshops/

catalog1.html.

[17] L. Hogben and H. van der Holst. Forbidden minors for the class of graphs G with ξ(G) ≤ 2.

Linear Algebra and its Applications, 423(1):42–52, 2007.

[18] J.G. Mauldon. Solution to sum of two squares in Galois fields. American Mathematical Monthly,

81:282–283, 1974.

[19] W.C. Rheinboldt and R.A. Shepherd. On a characterization of tridiagonal matrices by M.

Fiedler. Linear Algebra and its Applications, 8:87–90, 1974.

[20] W. Stein. Sage: Open Source Mathematical Software (Version 3.0.1). The Sage Group, 2008,

http://www.sagemath.org.

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 18, pp. 403-419, July 2009


