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Abstract. Polar decompositions of quaternion matrices with respect to a given indefinite inner product are studied.
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Witt’s theorem on extending H-isometries to H-unitary matrices is given for quaternion matrices.
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1. Introduction. Polar decompositions of real and complex matrices with respect to a given indefinite

inner product have been extensively studied. Necessary and sufficient conditions for the existence of an H-

polar decomposition in the real and complex case are given in [6], whereas in [2] a description of the matrices

admitting this decomposition can be found. See also the literature referenced in [2]. Special cases of H-

polar decompositions are studied, for example, in [3, 4, 5], and in [10] stability of H-polar decompositions

is studied. The study of polar decompositions of quaternion matrices (in the standard inner product space)

goes back to 1955, see the paper by Wiegmann [12], and also Proposition 3.2.5(d) in [11] and [13].

Perusal of these studies suggests the need of results on the extension of isometries via Witt’s theorem

in the quaternion case, see [5] for the complex case. We also need results on the existence of H-selfadjoint

square roots and in [8] the general case was studied for quaternion matrices, i.e., H-selfadjoint mth roots

where m is any positive integer, building on results for the complex case as found in [7, 10].

Let H be an invertible Hermitian matrix with quaternion entries which defines the indefinite inner

product [ · , · ]. It will be clear from the context which invertible Hermitian matrix (or indefinite inner

product) is meant, when we have more than one inner product under consideration. For a given square

quaternion matrix X, we wish to find necessary and sufficient conditions for the existence of an H-polar

decomposition, i.e., such that X = UA where U is an H-unitary matrix (unitary with respect to [ · , · ]) and

A is an H-selfadjoint matrix (selfadjoint with respect to [ · , · ]).

We work mostly with matrices in an indefinite inner product space which have quaternion entries. Basic

theory of quaternion linear algebra can be found in various books and papers, see, for example, the book by

Rodman, [11], and [13, 14].

∗Received by the editors on June 18, 2021. Accepted for publication on October 7, 2021. Handling Editor: Heike Fassbender.

Corresponding Author: Madelein van Straaten.
†Department of Mathematics and Applied Mathematics, Research Focus: Pure and Applied Analytics, North-West Univer-

sity, Private Bag X6001, Potchefstroom 2520, South Africa (gilbert.groenewald@nwu.ac.za, dawie.jansevanrensburg@nwu.ac.za,

frieda.theron@nwu.ac.za, madelein.vanstraaten@nwu.ac.za). Supported by a grant from DSI-NRF Centre of Excellence in Math-

ematical and Statistical Sciences (CoE-MaSS).
‡Department of Mathematics, Faculty of Science, VU University Amsterdam, De Boelelaan 1111, 1081 HV Amsterdam,

The Netherlands (a.c.m.ran@vu.nl).

mailto:gilbert.groenewald@nwu.ac.za
mailto:dawie.jansevanrensburg@nwu.ac.za
mailto:frieda.theron@nwu.ac.za
mailto:madelein.vanstraaten@nwu.ac.za
mailto:a.c.m.ran@vu.nl


Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 37, pp. 659-670, October 2021.

G.J. Groenewald et al. 660

In Section 2, we present some preliminary results, definitions, and notation which are necessary to follow

this paper. The conditions for the existence of H-selfadjoint square roots of H-selfadjoint quaternion matrices

are described in Section 3. In Section 4, we pave the way for the rest of the paper with an important result,

which is crucial in our proof for polar decompositions. Section 5 focuses on the theory of Witt extensions.

We give the conditions which prescribe the existence of a Witt extension in the quaternion case as well

as the form of such a Witt extension. These will be essential for the main results. We obtain necessary

and sufficient conditions for the existence of an H-polar decomposition for a given quaternion matrix in

Section 6.

2. Preliminaries. Denote the skew field of real quaternions by H and the set of all vectors with n

quaternion entries by Hn. This set Hn is considered as a right vector space; therefore, scalar multiplication

is from the right: vα, where v ∈ Hn, α ∈ H. Remember that multiplication in H is not commutative. Let

Hm×n denote the set of all m× n matrices in H and consider it as a left vector space. A matrix A ∈ Hm×n

can be interpreted as a linear transformation from Hn to Hm. We will use the linear transformation and the

matrix representing the linear transformation interchangeably.

Every quaternion x ∈ H has the form x = x0 + x1i + x2j + x3k, where xi ∈ R and the elements i, j, k

satisfy the following formulas:

i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.

Let x̄ = x0 − x1i− x2j− x3k denote the conjugate quaternion of x. Let A be an m× n quaternion matrix.

Then we denote the m× n matrix in which each entry is the conjugate of the corresponding entry in A by

Ā. The transpose of Ā is the n×m matrix denoted by A∗. Note that every n× n quaternion matrix A can

be written as A = A1 + jA2, where A1 and A2 are n× n complex matrices.

Definition 2.1. A nonzero vector v ∈ Hn is called a (right) eigenvector of a matrix A ∈ Hn×n corre-

sponding to the (right) eigenvalue λ ∈ H if the equality Av = vλ holds.

An n×n quaternion matrix A has left eigenvalues and right eigenvalues, but we only need right eigenvalues

and right eigenvectors and therefore omit the word “right.”

The spectrum of A, denoted by σ(A), is the set of all eigenvalues of A and is closed under similarity of

quaternions. From [13], we see that an n×n matrix A has exactly n eigenvalues which are complex numbers

with nonnegative imaginary parts and the Jordan normal form of A has precisely these numbers on the

diagonal. Let C+ = {λ ∈ C | Im (λ) > 0} denote the open upper complex half-plane. The Jordan normal

form of a quaternion matrix is a direct sum of Jordan blocks, Jk(λ), corresponding to eigenvalue λ ∈ C+ or

λ ∈ R and of size k × k. We also need the standard involutory permutation (sip) matrix (a k × k matrix

with ones on the main anti-diagonal and zeros elsewhere), and denote it by Qk.

The null space (or kernel) and the range (or image) of the matrix A ∈ Hm×n are as follows:

KerA = {x ∈ Hn | Ax = 0}; Im A = {Ax | x ∈ Hn}.

An n × n quaternion matrix H is said to be Hermitian if H∗ = H and skew-Hermitian if H∗ = −H. The

eigenvalues of a Hermitian matrix are real, see Theorem 5.3.6(c) in [11]. Let π(H) be the number of positive

eigenvalues of the Hermitian matrix H.
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We consider the indefinite inner product [ · , · ] defined by an invertible Hermitian matrix H ∈ Hn×n

as follows [x, y] = 〈Hx, y〉 = y∗Hx for x, y ∈ Hn, where 〈· , ·〉 denotes the standard inner product. It is

important to note that the following is true for all u, v ∈ Hn and α ∈ H:

[x, y]∗ = [y, x]; [xα, y] = [x, y]α; [x, yα] = α∗[x, y].

A subspace W of Hn is said to be H-nondegenerate if x ∈ W and [x, y] = 0 for all y ∈ W imply that

x = 0. Otherwise W is H-degenerate.

Let W [⊥] denote the H-orthogonal companion of the subspace W of Hn, i.e.,

W [⊥] := {x ∈ Hn | [x, y] = 0 for all y ∈W}.

In terms of the H-orthogonal companion, we have the following result for quaternion subspaces. See

Proposition 3.6.4 in [11].

Proposition 2.2. Let W be a subspace of Hn. Then the following are equivalent:

(i) W is H-nondegenerate.

(ii) W [⊥] is H-nondegenerate.

(iii) W [⊥] is a direct complement to W in Hn.

Definition 2.3. Let H1 and H2 be the matrices associated with the indefinite inner products [ · , · ]1 on

Hn and [ · , · ]2 on Hm, respectively. Let X : Hn → Hm be a linear transformation. Then X [∗] : Hm → Hn

defined by

[X [∗]y, x]1 = [y,Xx]2,

for all x ∈ Hn, y ∈ Hm, is called the H1-H2-adjoint of X.

Note that we can also write X [∗] = H−11 X∗H2. In the case where n = m and H = H1 = H2, we call

X [∗] = H−1X∗H the H-adjoint of X. A matrix A is said to be H-selfadjoint if A coincides with its H-

adjoint. An n× n matrix U is said to be H-unitary if [Ux,Uy] = [x, y] for all x, y ∈ Hn, or equivalently, if

U∗HU = H. In terms of the H-adjoint, we can also say U is H-unitary if U [∗]U = I.

With V and W subspaces of Hn, a linear transformation (or its matrix representation) U : V → W is

called an H-isometry if [Ux,Uy] = [x, y] for all x, y ∈ V , or equivalently, if U∗HUx = Hx for all x ∈ V .

Every pair (A,H) of quaternion matrices, where A is H-selfadjoint, has a unique canonical form and it

is interesting to note that it is identical to the canonical form of complex matrices. This is also given in, for

example [1, Theorem 4.1], [9] and [11, Theorem 10.1.1].

Theorem 2.4. Let H ∈ Hn×n be an invertible Hermitian matrix and A ∈ Hn×n an H-selfadjoint matrix.

Then there exists an invertible matrix S ∈ Hn×n such that

S−1AS = Jk1(λ1)⊕ · · · ⊕ Jkα(λα)

⊕
[
Jkα+1(λα+1) 0

0 Jkα+1(λα+1)

]
⊕ · · · ⊕

[
Jkβ (λβ) 0

0 Jkβ (λβ)

]
,(2.1)

where λi ∈ σ(A) ∩ R for all i = 1, . . . , α, λi ∈ σ(A) ∩ C+ for all i = α+ 1, . . . , β, and

(2.2) S∗HS = η1Qk1 ⊕ · · · ⊕ ηαQkα ⊕Q2kα+1
⊕ · · · ⊕Q2kβ ,
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where ηi = ±1. The form (S−1AS, S∗HS) in (2.1) and (2.2) is uniquely determined by the pair (A,H), up

to a permutation of diagonal blocks.

3. H-selfadjoint square roots. Necessary and sufficient conditions for the existence of a quaternion

H-selfadjoint mth root of a quaternion H-selfadjoint matrix were found in [8]. The conditions are stated for

matrices in the subalgebra

Ω2n :=

{[
A1 Ā2

−A2 Ā1

]
| A1, A2 ∈ Cn×n

}
,

of C2n×2n, and Hn×n is isomorphic to Ω2n by means of the isomorphism ωn defined by

(3.3) ωn(A1 + jA2) =

[
A1 Ā2

−A2 Ā1

]
, where A1, A2 ∈ Cn×n.

Then for any n × n quaternion matrix B we have the following: The canonical form of (ωn(B), ωn(H)) is

given by (J ⊕ J̄ , Q ⊕ Q) if and only if the canonical form of (B,H) is given by (J,Q). To see this, apply

ωn to both sides of (2.1) and (2.2), and use the properties ωn(A∗) = (ωn(A))∗ and ωn(A−1) = (ωn(A))−1,

where in the latter case, A is invertible.

Now, for a given H-selfadjoint matrix B in Hn×n we present the necessary and sufficient conditions for

the existence of an H-selfadjoint square root of B (i.e., m = 2 in Theorem 3.2 stated in [8]).

Theorem 3.1. Let B and H be n× n quaternion matrices. Let H be invertible and Hermitian, and let

B be H-selfadjoint. Then there exists an H-selfadjoint quaternion matrix, say A, such that A2 = B if and

only if the canonical form of (B,H) has the following properties:

(i) The part of the canonical form corresponding to the negative eigenvalues, say (B−, H−), is given by

B− =

t⊕
j=1

(
Jkj (λj)⊕ Jkj (λj)

)
, H− =

t⊕
j=1

(
Qkj ⊕−Qkj

)
,

where λj < 0.

(ii) The part of the canonical form corresponding to the zero eigenvalue, say (B0, H0), is given by

B0 =

t⊕
j=1

B(j), H0 =

t⊕
j=1

H(j),

where each corresponding pair of matrices (B(j), H(j)) is given by either

B(j) = Jaj+1(0)⊕ Jaj (0), H(j) = ηjQaj+1 ⊕ ηjQaj ,

or

B(j) = Jaj (0)⊕ Jaj (0), H(j) = Qaj ⊕−Qaj ,

where ηj = ±1 and in the former case aj is allowed to be zero.
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4. First steps toward H-polar decompositions. Here we present a result for quaternion matrices

which is a modification of Lemma 4.1 stated in [6] for complex matrices. We will need this later in the

proof of the conditions for an H-polar decomposition and it explains why we need a result on extensions of

H-isometries to H-unitary matrices. To this end, a quaternion version of Witt’s theorem is proved later.

Lemma 4.1. Let H1 ∈ Hn×n and H2 ∈ Hm×m be the invertible Hermitian matrices which define indef-

inite inner products [ · , · ]1 on Hn and [ · , · ]2 on Hm, respectively. Let X and Y be linear transformations

from Hn to Hm. Then Y can be written in the form

Y = UX,

where U is an injective H2-isometry from ImX to ImY , if and only if both

(4.4) Y [∗]Y = X [∗]X,

and

(4.5) KerX = KerY,

are satisfied.

Before we give the proof, here is an example as an illustration of why injectivity of U is necessary in the

lemma.

Example 4.2. Let n = m = 2 and let X and Y be given as

X =

[
1 0

0 0

]
, Y =

[
0 0

0 0

]
,

and let H1 = H2 =

[
0 1

1 0

]
be the matrix defining the indefinite inner product on H2. Then ImX =

span

{[
1

0

]}
and ImY =

{[
0

0

]}
. Now suppose U : ImX → ImY is a linear transformation such that

Y = UX. For any α, β ∈ H, we have [
U

[
α

0

]
, U

[
β

0

]]
2

= [0, 0]2 = 0,

and [[
α

0

]
,

[
β

0

]]
2

=

〈[
0

α

]
,

[
β

0

]〉
= 0.

Therefore, U is an H2-isometry, but note that Ux = Uy = 0 for all x, y ∈ ImX and it does not imply that

x = y, so U is not injective. Now,

X [∗]X = H−11 X∗H2X =

[
0 1

1 0

] [
1 0

0 0

] [
0 1

1 0

] [
1 0

0 0

]
=

[
0 0

0 0

]
,

and Y [∗]Y =

[
0 0

0 0

]
= X [∗]X. However, we have

KerY = H2 and KerX = span

{[
0

1

]}
,

thus the null spaces do not coincide.
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Now for the proof of Lemma 4.1. The proof is essentially the same as in [6], but a change to right scalar

multiplication was needed.

Proof. Suppose that Y = UX where U is an injective H2-isometry from ImX to ImY . Then

Y [∗]Y = X [∗]U [∗]UX = X [∗]X.

Since U is injective, we have KerY = KerUX = KerX. Therefore, both (4.4) and (4.5) hold.

Conversely, assume that both (4.4) and (4.5) hold. We want to find an injective H2-isometry between

ImX and ImY . Let the dimension of ImX be p and let {f1, . . . , fp} be a basis of ImX ⊆ Hm. Now let

{e1, . . . , ep} be vectors in Hn such that

(4.6) Xei = fi, i = 1, 2, . . . , p,

and let gi be the image of ei under Y , i.e.,

(4.7) gi = Y ei, i = 1, 2, . . . , p.

We prove that the set {g1, . . . , gp} is a basis of ImY . If for some quaternion scalars γi, we have

p∑
i=1

giγi = 0,

then it follows from (4.7) and (4.5) that
∑p
i=1 eiγi ∈ KerY = KerX. This implies that

p∑
i=1

fiγi = X

p∑
i=1

eiγi = 0,

but since {f1, . . . , fp} is a basis, γ1 = γ2 = · · · = γp = 0. Therefore, the vectors {g1, . . . , gp} are linearly

independent. From (4.5) and the Rank Theorem (see Proposition 3.2.5(e) in [11]), we have that dim ImY = p

and hence the p vectors in (4.7) form a basis of ImY . Finally, define the linear map U ′ : ImX → ImY by

U ′fi = gi, i = 1, 2, . . . , p.

Let a =
∑p
i=1 fiαi and b =

∑p
i=1 fiβi be arbitrary vectors in ImX, αi, βi ∈ H. Then using (4.4), (4.6), and

(4.7), it can be shown that [U ′a, U ′b]2 = [a, b]2:

[U ′a, U ′b]2 = [U ′(f1α1 + · · ·+ fpαp), U
′(f1β1 + · · ·+ fpβp)]2

= [g1α1 + · · ·+ gpαp, g1β1 + · · ·+ gpβp]2

= [Y e1α1 + · · ·+ Y epαp, Y e1β1 + · · ·+ Y epβp]2

= [Y (e1α1 + · · ·+ epαp), Y (e1β1 + · · ·+ epβp)]2

= [Y [∗]Y (e1α1 + · · ·+ epαp), (e1β1 + · · ·+ epβp)]1

= [X [∗]X(e1α1 + · · ·+ epαp), (e1β1 + · · ·+ epβp)]1

= [Xe1α1 + · · ·+Xepαp, Xe1β1 + · · ·+Xepβp]2

= [a, b]2

and thus U ′ is an H2-isometry. Assume U ′a = 0, then
∑p
i=1 giαi = 0 but the vectors {g1, . . . , gp} are linearly

independent and therefore a = 0. This implies that U ′ is injective and we conclude the proof.
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5. Witt’s theorem. Witt’s theorem is known for vector spaces over the real and complex numbers

and gives conditions for the extension of isometries between subspaces of Fn (where F is the field of real

or complex numbers) to the whole of Fn. Witt’s theorem is an indispensable tool in the study of H-polar

decompositions. We extend Witt’s theorem to the quaternion case by supplying a proof that is essentially

the same as the proof of Theorem 2.1 in [5].

Theorem 5.1. Let H1, H2 ∈ Hn×n be invertible Hermitian matrices which define two inner products

[ · , · ]1 and [ · , · ]2 on Hn, respectively. Assume that π(H1) = π(H2). Let U0 : V1 → V2 be a nonsingular

linear transformation, where V1 and V2 are subspaces in Hn, such that

(5.8) [U0x, U0y]2 = [x, y]1 for every x, y ∈ V1.

Then there exists a linear transformation U : Hn → Hn such that

(5.9) [Ux,Uy]2 = [x, y]1 for every x, y ∈ Hn,

and

(5.10) Ux = U0x for every x ∈ V1.

Any linear transformation U with the property (5.9) is called H1-H2-unitary and any H1-H2-unitary

linear transformation that also satisfies (5.10) is called a Witt extension of U0.

Proof. Let m be the dimension of V1 and let {e1, . . . , em} be a basis of V1 ⊆ Hn such that

[ei, ej ]1 =


1 if i = j = m0 + 1,m0 + 2, . . . ,m0 +m+,

−1 if i = j = m0 +m+ + 1,m0 +m+ + 2, . . . ,m,

0 otherwise,

where m0 + m+ + m− = m. Thus, the Hermitian matrix describing the restriction of the inner product

[ · , · ]1 to V1 has m+ positive eigenvalues and m− negative eigenvalues and the multiplicity of zero is m0.

The strategy that we follow is to construct a basis for Hn using the basis for V1 and we start by forming

H1-nondegenerate subspaces where each contains one of the first m0 basis vectors. Define a functional

αi : Hn → H for every i = 1, 2, . . . ,m as follows:

αi(x) = [x, ei]1, i = 1, 2, . . . ,m.

Since α1, . . . , αm are linearly independent, there exists vectors ẽi ∈ Hn such that αi(ẽj) = δij , where δij = 1

if i = j and δij = 0 if i 6= j, i.e. [ẽj , ei]1 = δij for all i = 1, 2, . . . ,m. Then let

Wk = span {ek, ẽk}, k = 1, 2, . . . ,m0,

and since [ek, ek]1 = 0 and [ẽk, ek]1 = 1, each Wk is H1-nondegenerate. Note that for βk = − 1
2 [ẽk, ẽk]1, we

have

[ẽk + ekβk, ẽk + ekβk]1 = [ẽk, ẽk]1 + [ekβk, ekβk]1 + [ẽk, ekβk]1 + [ekβk, ẽk]1

= [ẽk, ẽk]1 + β∗k [ek, ek]1βk + β∗k [ẽk, ek]1 + [ek, ẽk]1βk

= [ẽk, ẽk]1 −
1

2
[ẽk, ẽk]1 −

1

2
[ẽk, ẽk]1 = 0,
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and

[ek, ẽk + ekβk]1 = [ek, ẽk]1 + β∗k [ek, ek]1 = [ek, ẽk]1.

Therefore, we can always replace the vector ẽk by ẽk + ek(− 1
2 [ẽk, ẽk]1) and thus without loss of generality

we can assume that [ẽk, ẽk]1 = 0 for k = 1, 2, . . . ,m0. Now, let

e′k = (ek − ẽk)
1√
2
, e′′k = (ek + ẽk)

1√
2
.

Simple calculations analogous to those above give the following:

[e′k, e
′
k]1 = −1, [e′′k , e

′′
k ]1 = 1 and [e′k, e

′′
k ]1 = 0.

It follows that the subspace W = W1 + · · · + Wm0 + span {ej}i=m0+1,...,m is H1-nondegenerate and

thus by Proposition 2.2 the H1-orthogonal companion W [⊥] of W is H1-nondegenerate and W [⊥] is a direct

complement to W in Hn. Therefore, we can append the vectors es for s = 2m0 +m+ +m−+ 1, 2m0 +m+ +

m− + 2, . . . , n to the set

{e′1, . . . , e′m0
, e′′1 , . . . , e

′′
m0
, em0+1, em0+2, . . . , em},

of 2m0 + m+ + m− vectors such that the resulting ordered set {g1, . . . , gn} will be a basis in Hn with the

property

[gi, gj ]1 = εiδij , for i, j = 1, 2, . . . , n, where εi = ±1.

As a last step before we can define the extension, we look at the subspace V2. Let fi = U0ei for

i = 1, 2, . . . ,m. We introduce vectors f ′k and f ′′k (for k = 1, 2, . . . ,m) and vectors fs (for s = 2m0 + m+ +

m− + 1, 2m0 + m+ + m− + 2, . . . , n) in the same way we introduced the vectors e′k, e′′k , and es but using

[ · , · ]2 instead of [ · , · ]1. Then this will result in a basis {h1, . . . , hn} of Hn. The hypotheses π(H1) = π(H2)

and (5.8) in the theorem statement ensure that [hi, hj ]2 = [gi, gj ]1 for all i, j = 1, . . . , n.

Finally, we define the n× n matrix U by the equalities

Ue′k = f ′k, for k = 1, . . . ,m0,

Ue′′k = f ′′k , for k = 1, . . . ,m0,

Uej = fj , for j = m0 + 1, . . . ,m,

Ues = fs, for s = 2m0 +m+ +m− + 1, . . . , n.

From the construction above, it is easy to see that the matrix U satisfies both (5.9) and (5.10) and is therefore

a Witt extension of U0.

We next include an extended Witt’s theorem which gives a description of any Witt extension of a given

U0. The proof in the quaternion case is once again essentially the same as the proof of Theorem 2.3 in [5].

Firstly, we mention the following: using the same notation (and vectors) as in the proof of Theorem 5.1,

let

E = {e1, . . . , em0
, em0+1, . . . , em, ẽ1, . . . , ẽm0

, e2m0+m++m−+1, . . . , en},(5.11)

F = {Ue1, . . . , Uem, U ẽ1, . . . , U ẽm0
, Ue2m0+m++m−+1, . . . , Uen}.(5.12)
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Note that the subspaces V1 and V2 are spanned by the first m vectors of the bases of E and F , respectively.

The Gramian matrix of the basis E with respect to [ · , · ]1 (and of the basis F with respect to [ · , · ]2) is equal

to

(5.13)


0 0 Im0 0

0 J1 0 0

Im0
0 0 0

0 0 0 J2

 ,
where J1 and J2 are both diagonal matrices with +1 and −1 on its diagonal. The first m+ diagonal entries

of J1 are +1 and the remaining m− diagonal entries are −1. The matrix J2 is the Gramian matrix of the

last n−m−m0 vectors in (5.11) and we assume without loss of generality that it has said form.

Theorem 5.2. Let Ũ be a Witt extension of the n× n matrix U0 as in Theorem 5.1. Then there exists

a J2-unitary matrix P1 (of order n −m −m0), an (n −m −m0) ×m0 matrix P2, and a skew-Hermitian

m0 ×m0 matrix P3, such that the matrix of Ũ has the form

(5.14) Ũ =


Im0

0 − 1
2P
∗
2 J2P2 + P3 −P ∗2 J2P1

0 Im−m0 0 0

0 0 Im0
0

0 0 P2 P1

 .
Here m = dimV1 and m0 is the number of zero eigenvalues of the Gramian matrix of any basis in V1 with

respect to [ · , · ]1.

Conversely, if P1 is an arbitrary J2-unitary matrix, P2 is an arbitrary (n−m−m0)×m0 matrix, and

P3 is an arbitrary skew-Hermitian m0 ×m0 matrix, then the matrix Ũ defined by (5.14) is a Witt extension

of U0.

Proof. To ensure that Ũx = U0x for all x ∈ V1, any extension Ũ of U0 in the bases (5.11) and (5.12) has

the form

(5.15) Ũ =


I 0 A1 A2

0 I A3 A4

0 0 A5 A6

0 0 A7 A8

 ,
for some matrices Ai with sizes the same as the corresponding blocks in (5.13). The key to proving the

theorem lies in the following: the matrix (5.15) is H1-H2-unitary if and only if H−11 Ũ∗H2Ũ = I. Using

(5.13) and (5.15), a simple computation shows that H−11 Ũ∗H2Ũ = I holds if and only if

(5.16)


A∗5 A∗3J1 u13 u14
0 I A3 A4

0 0 A5 A6

J2A
∗
6 J2A

∗
4J1 u43 u44

 =


I 0 0 0

0 I 0 0

0 0 I 0

0 0 0 I

 ,
where

u13 = A∗5A1 +A∗3J1A3 +A∗1A5 +A∗7J2A7,

u14 = A∗5A2 +A∗3J1A4 +A∗1A6 +A∗7J2A8,

u43 = J2A
∗
6A1 + J2A

∗
4J1A3 + J2A

∗
2A5 + J2A

∗
8J2A7,

u44 = J2A
∗
6A2 + J2A

∗
4J1A4 + J2A

∗
2A6 + J2A

∗
8J2A8.
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By equating the corresponding blocks in (5.16), we obtain the following:

(5.17) A5 = I, A3 = A4 = A6 = 0, A2 = −A∗7J2A8, A∗8J2A8 = J2 and A1 +A∗1 = −A∗7J2A7.

When we write A1 = 1
2 (A1 + A∗1) + 1

2 (A1 − A∗1), where the first term is Hermitian and the second is skew-

Hermitian, we can use the last equality in (5.17) to find an expression for A1. Then by taking P1 = A8,

P2 = A7 and P3 = 1
2 (A1 − A∗1), the matrix (5.14) in the theorem statement is derived and the proof is

complete.

6. H-polar decompositions. Finally, we are ready to give necessary and sufficient conditions for the

existence of an H-polar decomposition of a given quaternion matrix.

Theorem 6.1. Let H be an invertible Hermitian matrix in Hn×n and let X be a given n× n quaternion

matrix. Then X admits an H-polar decomposition, say X = UA for an H-selfadjoint A and an H-unitary

U , if and only if there exists an H-selfadjoint square root A of X [∗]X with KerX = KerA.

Proof. Assume that there exists an n×n H-unitary matrix U and an n×n H-selfadjoint matrix A such

that X = UA. Then

X [∗]X = (UA)[∗]UA = A[∗]U [∗]UA = AA = A2,

i.e., A is an H-selfadjoint square root of X [∗]X. Also note that U is invertible and therefore

KerX = KerUA = KerA.

Conversely, suppose that there exists an H-selfadjoint square root A of X [∗]X, i.e. X [∗]X = A2, such

that KerX = KerA. Since A is H-selfadjoint, we can write X [∗]X = A[∗]A. Then by Lemma 4.1 there exists

an injective H-isometry U0 from ImA to ImX such that X = U0A. Note that the conditions in Theorem 5.1

are satisfied where V1 = ImA and V2 = ImX and therefore we can form a Witt extension of the H-isometry

to the whole space Hn. That is, there exists a matrix U ∈ Hn×n such that [Ux,Uy] = [x, y] for all x, y ∈ Hn

and Ux = U0x for all x ∈ ImA. Hence, U is H-unitary and X = U0A = UA which means that X admits an

H-polar decomposition.

Using Theorem 3.1, we can rewrite the criterion for the existence of an H-polar decomposition as follows

(similarly to Theorem 4.4 in [2]).

Theorem 6.2. Let H ∈ Hn×n be an invertible Hermitian matrix. Then a given X ∈ Hn×n admits an

H-polar decomposition if and only if all the following conditions are satisfied.

(i) Each block in the canonical form of (X [∗]X,H) that corresponds to a negative eigenvalue λi of X [∗]X

is of the form

(Jki(λi)⊕ Jki(λi), Qki ⊕−Qki) .

(ii) Each block in the canonical form of (X [∗]X,H) that corresponds to the zero eigenvalue of X [∗]X is

either of the form

(Bi, Hi) = (Jki+1(0)⊕ Jki(0), ηiQki+1 ⊕ ηiQki) ,
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or of the form

(Bi, Hi) = (Jki(0)⊕ Jki(0), Qki ⊕−Qki) ,

where ηi = ±1 and where ki is allowed to be zero in the former case. We use B0 for the k0×k0 zero

matrix, i.e. for all the single blocks J1(0), and H0 for the corresponding k0 × k0 diagonal matrix

with +1 and −1 on the diagonal.

(iii) Let `i denote the order of a block Bi. There is a choice of basis {ei,j}mi=0
`i
j=1 in Hn which produces

the canonical form in the second assertion and

KerX = span{ei,1 + ei,ki+1 | `i = 2ki, i = 1, . . . ,m}(6.18)

⊕ span{ei,1 | `i = 2ki − 1, i = 1, . . . ,m} ⊕ span{e0,j}k0j=1.

Proof. Let X ∈ Hn×n be given and suppose that assertions (i) to (iii) in the theorem statement hold.

We want to prove that there exists an H-selfadjoint square root A of X [∗]X for which KerX = KerA holds.

Then by Theorem 6.1, the matrix X admits an H-polar decomposition and the proof is complete. Since (i)

and (ii) are satisfied, Theorem 3.1 implies that X [∗]X has an H-selfadjoint square root. The strategy that

we now follow is to construct for each block Bi as in (ii) of the theorem statement, an Hi-selfadjoint matrix

Ai such that A2
i = Bi and KerAi = KerX ∩ span{ei,j}`ij=1. Firstly, let Bi be of even size, say `i = 2ki,

ki ≥ 1. As in the proof of Theorem 4.4 in [2], let Si be the matrix with columns

(ei,1+ei,ki+1) 1√
2
, (ei,1−ei,ki+1) 1√

2
, (ei,2+ei,ki+2) 1√

2
, (ei,2−ei,ki+2) 1√

2
, . . . , (ei,ki+ei,2ki)

1√
2
, (ei,ki−ei,2ki) 1√

2
.

Then Ai = SiJ2ki(0)S−1i is an Hi-selfadjoint square root of Bi and

KerAi = span{ei,1 + ei,ki+1} = KerX ∩ span{ei,j}`ij=1.

Secondly, let Bi be of odd size, say `i = 2ki − 1, ki ≥ 1. Again, as in [2], let Si be the matrix with columns

ei,1, ei,ki+1, ei,2, ei,ki+2, . . . , ei,ki−1, ei,2ki−1, ei,ki .

Then Ai = SiJ2ki−1(0)S−1i is an Hi-selfadjoint square root of Bi and

KerAi = span{ei,1} = KerX ∩ span{ei,j}`ij=1.

Hence if A is the H-selfadjoint square root of B consisting of a direct sum of all the Ai’s, then we have that

KerX = KerA.

Conversely, suppose that X ∈ Hn×n admits an H-polar decomposition, say X = UA, where U ∈ Hn×n

is H-unitary and A ∈ Hn×n is H-selfadjoint. By Theorem 6.1, the H-selfadjoint A is a square root of the

H-selfadjoint matrix X [∗]X for which KerX = KerA holds. Since X [∗]X has an H-selfadjoint square root,

the canonical form of the pair (X [∗]X,H) satisfies the conditions in Theorem 3.1. Thus, assertions (i) and

(ii) hold and there exists a choice of basis {ei,j}mi=0
`i
j=1 in Hn which provides the canonical form as given in

(ii). Using this basis and a construction for A as was done above, one can easily see that KerA is equal to

the right-hand side of (6.18) and since KerX = KerA, we conclude the proof.

Remark 6.3. Since there exists an isomorphism between Hn×n and Ω2n, all of the results and specifically

the conditions for the existence of an H-polar decomposition are also true in Ω2n. In a previous paper, [8],

proofs were given for matrices in Ω2n as well as an explanation that they are also true for matrices in Hn×n
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via the isomorphism ωn as defined in (3.3). Here, however, we took a direct approach and proved the results

for quaternion matrices.
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