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COMPARISON THEOREMS FOR WEAK NONNEGATIVE

SPLITTINGS OF K-MONOTONE MATRICES�

JOAN-JOSEP CLIMENTy AND CARMEN PEREAz

Abstract. The comparison of the asymptotic rates of convergence of two iteration matrices
induced by two splittings of the same matrix has arisen in the works of many authors. In this
paper new comparison theorems for weak nonnegative splittings of K-monotone matrices are derived
which extend some results on regular splittings by Csordas and Varga (1984) for weak nonnegative
splittings of the same or di�erent types.
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1. Introduction. For the iterative solution of a linear system of equations

Ax = b(1.1)

where A is a nonsingular matrix, it is customary to consider a splitting A = M �N

and the iterative scheme

x(k+1) =M�1Nx(k) +M�1b; k � 0;(1.2)

where x(0) is the initial guess.
It is well known that scheme (1.2) converges to the unique solution of system (1.1)

for all x(0) if and only if �(M�1N) < 1, where �(M�1N) denotes the spectral radius
of the iteration matrix M�1N . The rate of convergence of scheme (1.2) depends on
�(M�1N); see, for example, Berman and Plemmons [2], Varga [18], or Young [20].

In 1960, Varga [18, Theorem 3.15] introduces results for the case where A is a
monotone matrix which allow us to establish, which of two regular splittings converges
faster. In 1973 Wo�znicki (see for example [19, Theorem 5.1]) presents a more general
result, also for regular splittings. With these, we have a series of comparison results
which are easy to check from a practical point of view as they depend on matrices
which are easy to compute in many of the iterative methods of the form (1.2). In
recent years, some authors, such as Beauwens [1], Miller and Neumann [11], and Song
[15, 16] introduce new general comparison conditions for weak splittings of the �rst
type (see De�nition 2.1 below) without requiring the matrix A to be monotone. These
conditions, although quite complex to check numerically, are sometimes useful in
proving convergence of other methods; see for example, Lanzkron, Rose, and Szyld [8].
Others authors, such as Elsner [6], Marek and Szyld [10], and Nabben [12] introduce
some comparison theorems for di�erent types of matrices and splittings.

In Section 3, we generalize the result introduced by Csordas and Varga [5, The-
orem 2] for regular splittings of matrices to weak nonnegative splittings with respect
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to a general proper cone K. We also present new comparison conditions for weak
nonnegative splittings of the same or di�erent type (also, with respect to K). These
conditions use the transpose of a matrix, in a way similar to the results of Wo�znicki
[19]. Here we do not need the hypothesis that the matrix A be symmetric, cf. Climent
and Perea [3]. Some of the results presented in Section 3 were introduced by Climent
and Perea [4] for the case K = R

n
+ .

The main result of the paper is Theorem 3.5, where we generalize the partial
reciprocal introduced by Csordas and Varga [5, Theorem 4] for regular splittings, for
weak nonnegative splittings (with respect to a cone K) of the same or di�erent type.

Finally, in Section 4 we establish some relations between the comparison condi-
tions introduced by Climent and Perea [3] and the comparison conditions introduced
in Section 3.

2. Preliminaries. The following notation will be used throughout the paper.
Denote by K a proper cone in R

n (see Berman and Plemmons [2] and Kre��n and
Rutman [7] for the in�nite dimensional case) and let int(K) be the interior of K. A
vector x in R

n is called K-nonnegative (respectively, K-positive) if x belongs to K

(respectively, x belongs to int(K)), denoted x � 0 (respectively, x > 0). The n�n real
matrix A is called K-nonnegative (respectively, K-positive) if AK � K (respectively,
A(K n f0g) � int(K)) and denoted A � 0 (respectively, A > 0). Similarly, for A and
B n � n real matrices we denote A � B � 0 (respectively, A � B > 0) by A � B

(respectively, A > B). A is K-monotone if A�1 � 0, and A � 0 is K-irreducible if A
has exactly one (up to scalar multiples) eigenvector in K, and this vector belongs to
int(K) (see Berman and Plemmons [2]). Recall that when we consider the particular
case K = R

n
+ , that is, the set of all vectors with nonnegative entries, then A � 0

(respectively, A > 0) denotes the matrices with nonnegative (respectively, positive)
entries. We will consider this particular case in all the examples of the paper.

We use the following results without any explicit reference to them (see for exam-
ple, Varga [18] and Young [20]): if A;B are n�n real matrices then (AB)T = BTAT ,
�(AB) = �(BA), and �(AT ) = �(A) where AT denotes the transpose matrix of A.
Furthermore, we also will use the spectral properties ofK-nonnegative matrices stated
in Berman and Plemmons [2].

The di�erent splittings of the second type in De�nition 2.1 below, were introduced
by Wo�znicki [19] for the particular case K = R

n
+ . The concept of weak splitting of

the �rst type was introduced by Marek [9] for positive operators on a general cone
with the name of splitting of positive type. We note that not all authors use the same
nomenclature; see, for example, Beawens [1], Berman and Plemmons [2], Elsner [6],
Neumann and Plemmons [13], and Ortega and Rheinboldt [14].

Definition 2.1. Let A be a square matrix. The representation

A =M �N

is called a splitting of A if M is nonsingular. In addition, the splitting is
regular if M�1 � 0, and N � 0,
nonnegative if M�1 � 0, M�1N � 0, and NM�1 � 0.
weak nonnegative of the �rst type if M�1 � 0 and M�1N � 0, weak nonneg-

ative of the second type if M�1 � 0 and NM�1 � 0,
weak of the �rst type if M�1N � 0, weak of the second type if NM�1 � 0.

In order to simplify notation, we will say that a splitting is weak nonnegative
(respectively, weak) if it is weak nonnegative (respectively, weak) of the �rst or of
the second type.
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As it is easy to see, the di�erent types of splittings of De�nition 2.1 are ordered
from the most restrictive to the least one. This can be found in Corollaries 3.1 and
6.1 of Wo�znicki [19] for K = R

n
+ , and in Theorem 1 of Climent and Perea [3] for a

proper cone K. Consequently, even though in this paper we only present results for
weak nonnegative splittings, they are also valid for regular and nonnegative splittings.
Furthermore, all the results in Sections 3 and 4 are still valid if we change \weak
nonnegative splitting" by \convergent and weak splitting"; see Climent and Perea [3,
pages 96-97].

Using the above-mentioned classi�cation, Climent and Perea [3] present conver-
gence results in a general in�nite-dimensional case, which include as a particular case
those introduced by other authors such as Varga [18], Bermann and Plemmons [2],
Song [15, 16], and Wo�znicki [19], for �nite{dimensional case. We reformulate some of
these results, for matrices, in the following theorem for further reference.

Theorem 2.2 (Theorem 3 and Remark 4 of [3]). Let A be a nonsingular matrix
and let A =M �N be a weak nonnegative splitting of the �rst (respectively, second)
type. The following conditions are equivalent.

1. A�1 � 0
2. A�1 �M�1

3. A�1M � 0 (respectively, MA�1 � 0).

4. �(M�1N) =
�(A�1M)� 1

�(A�1M)
(respectively, �(NM�1) =

�(MA�1)� 1

�(MA�1)
).

5. �(M�1N) = �(NM�1) < 1.
6. I �M�1N is K-monotone (respectively, I �NM�1 is K-monotone).
7. A�1N � 0 (respectively, NA�1 � 0).
8. A�1N �M�1N (respectively, NA�1 � NM�1).

9. �(M�1N) =
�(A�1N)

1 + �(A�1N)
(respectively, �(NM�1) =

�(NA�1)

1 + �(NA�1)
).

Moreover, we state the following results of Marek and Szyld [10] for the �nite-di-
mensional case. Similar results can be found in Berman and Plemmons [2].

Lemma 2.3.

1. (Corollary 3.2 of [10]) Let T � 0, and let x � 0 be such that Tx � �x � 0.
Then � � �(T ). Moreover if Tx� �x > 0, then � < �(T ).

2. (Lemma 3.3 of [10]) Let T � 0 and let x > 0 be such that �x�Tx � 0. Then
�(T ) � �. Moreover, if �x � Tx > 0 then �(T ) < �.

To �nish this section we introduce the following lemma which we will use in the
next sections.

Lemma 2.4 (Lemma 6.1 of [7]). Let that AK � K and for some v > 0 and

� > 0, Av = �v. Then for each x > 0, the sequence of vectors

(�
A

�

�j
x

)
1

j=1

lies at

a positive distance from the frontier of K.

Observe, that in case K = R
n
+ if we denote by yj =

�
A

�(A)

�j
x, Lemma 2.4 says

that if A � 0 then the sequence of vectors fyjg
1

j=1 satis�es yj � �u with some � > 0

independent of j and u = (1; : : : ; 1)T .

3. Weak nonnegative splittings. Consider two splittings A = M1 � N1 =
M2 � N2. One of the main purposes of this section is to derive new comparison
theorems for weak nonnegative splittings, so that we can establish the inequality
�(M�1

1 N1) � �(M�1
2 N2) for a larger variety of cases. Also, we generalize the partial
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reciprocal of Csordas and Varga [5] for weak nonnegative splittings.
We begin with the result introduced by Csordas and Varga [5] for regular splittings

of matrices and that Wo�znicki [19] extends for weak nonnegative splittings of di�erent
type; that is, one of the �rst type and the other of the second type, and that now
we extend for a general proper cone K. The proof is a generalization of Wo�znicki's
proof, but with some di�erences for the cases with strict inequality.

Theorem 3.1. Let A be a nonsingular matrix and let A =M1 �N1 =M2 �N2

be two weak nonnegative splittings of di�erent type.
1. If A�1 � 0 and

(A�1N1)
jA�1 � (A�1N2)

jA�1 for some j � 1;(3.1)

then

�(M�1
1 N1) � �(M�1

2 N2) < 1:(3.2)

2. If A�1 > 0 and

(A�1N1)
jA�1 < (A�1N2)

jA�1 for some j � 1;(3.3)

then

�(M�1
1 N1) < �(M�1

2 N2) < 1:(3.4)

Proof. Since A�1 � 0 by Theorem 2.2 both splittings are convergent.
1. Suppose that A = M1 �N1 is of the �rst type, then also by Theorem 2.2 we

have that A�1N1 � 0 and N2A
�1 � 0. Now, for the eigenvalue �(A�1N1) there exists

an eigenvector x1 � 0 such that

xT1 A
�1N1 = �(A�1N1)x

T
1 :(3.5)

Hence from inequality (3.1) we have that

�(A�1N1)
jxT1 A

�1 = xT1 (A
�1N1)

jA�1

� xT1 (A
�1N2)

jA�1

= xT1 A
�1(N2A

�1)j :

Now considering yT1 = xT1 A
�1 � 0, we can write the above inequality as

�(A�1N1)
jyT1 � yT1 (N2A

�1)j ;

so by part 1 of Lemma 2.3 we have that

�(A�1N1)
j � �(N2A

�1)j ;

and then

�(A�1N1) � �(A�1N2):(3.6)

Since f(�) =
�

1 + �
is an increasing function for � � 0, from part 9 of Theo-

rem 2.2, the inequality (3.2) follows.
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If A =M1�N1 is of the second type, then by Theorem 2.2 we have that A�1N1 �
0 and for the eigenvalue �(A�1N1) there exists and eigenvector x1 � 0 such that

(N1A
�1)x1 = �(N1A

�1)x1:(3.7)

Now, taking into account that (A�1N1)
jA�1 = A�1(N1A

�1)j and using (3.7) instead
of equality (3.5) by a similar argument inequality (3.2) follows.

2. If A = M1 �N1 is of the �rst type, by a similar argument that in part 1 we
have that A�1N1 � 0 and N2A

�1 � 0. Now for the eigenvalue �(N2A
�1) there exists

an eigenvector x2 � 0 such that

(N2A
�1)x2 = �(N2A

�1)x2:(3.8)

Hence, from inequality (3.3) we have that

(A�1N1)
jA�1x2 < (A�1N2)

jA�1x2 = A�1(N2A
�1)jx2 = �(N2A

�1)jA�1x2:

Now considering y2 = A�1x2 > 0 we can write the above inequality as

(A�1N1)
jy2 < �(N2A

�1)jy2:

Then by part 2 of Lemma 2.3

�(A�1N1)
j < �(A�1N2)

j :

Therefore, inequality (3.6) follows with strict inequality, and then, inequality (3.4)
follows.

If A = M1 �N1 is of the second type, the proof is analogous using (3.7) instead
of equality (3.8) and part 1 of Lemma 2.3 instead of part 2 of Lemma 2.3.

Remark 3.2. Theorem 3.1 also holds if we replace A�1Ni by A
�1Mi for i = 1; 2,

in (3.1) and (3.3).
Theorem 3.1 does not hold if we replace di�erent type with same type (see Ex-

ample 8 of Climent and Perea [3]).
Csordas and Varga [5] also introduced the following partial reciprocal to part 2

of Theorem 3.1 considering the particular case K = R
n
+ .

Theorem 3.3 (Theorem 4 of [5]). Let A be a nonsingular matrix with A�1 > 0.
Let A =M1 �N1 =M2 �N2 be two regular splittings. If inequality (3.4) holds, then
there exists an integer j0 � 1 such that

(A�1N1)
jA�1 < (A�1N2)

jA�1 for all j � j0:(3.9)

However, the above theorem does not hold for weak nonnegative splittings of
di�erent types nor of the same type, even carrying out the change A�1Ni for A

�1Mi

for i = 1; 2 in inequality (3.9) as in Remark 3.2, as the following example shows.

Example 3.4. We consider the monotone matrix A =

2
4 1 �2 1

0 2 �2
�1 0 2

3
5 and

the splittings A = Pi �Qi, i = 1; 2; 3, where

P1 =

2
4 1 �2 1

0 2 � 5
2

�1 0 3

3
5 ; P2 =

2
4 2 �3 1

0 2 �2
� 3
2 1 2

3
5 and P3 =

2
4 2 �2 � 1

2
0 2 �2

�2 0 3

3
5 :
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For i = 1; 3 the splittings are weak nonnegative of the �rst type and for i = 2 the
splitting is weak nonnegative of the second type.

Let M1 = P1 and M2 = P2, then �(M�1
1 N1) =

1

3
<

1

2
= �(M�1

2 N2) but inequal-

ity (3.9) does not hold because for j � 1 matrices (A�1N1)
jA�1 and (A�1N2)

jA�1

have the same (3; 3) entry. The same occurs with matrices (A�1M1)
jA�1 and

(A�1M2)
jA�1.

Now let M1 = P1 and M2 = P3, then again we have that �(M�1
1 N1) =

1

3
<

1

2
= �(M�1

2 N2) but inequality (3.9) does not hold because for j � 1 matrices

(A�1N1)
jA�1 and (A�1N2)

jA�1 have the same third row. The same occurs with
matrices (A�1M1)

jA�1 and (A�1M2)
jA�1.

Observe that in all cases the matrices N2A
�1, M2A

�1, A�1N2 and A�1M2 are
not irreducible.

The next theorem, which is the main result of the paper, establishes that The-
orem 3.3 is true for weak nonnegative splittings of the same or di�erent types con-
sidering a general proper cone K, if we impose the additional condition that the
matrix A�1N2 (respectively, N2A

�1) is K-irreducible, when A = M2 �N2 is a weak
nonnegative splitting of the �rst (respectively, second) type.

Theorem 3.5. Let A be a nonsingular matrix with A�1 > 0. Let A =M1�N1 =
M2 � N2 be two weak nonnegative splittings of the same or di�erent type. Assume
that the matrix A�1N2 (respectively, N2A

�1) is K-irreducible when A = M2 �N2 is
of the �rst (respectively, second) type. If inequality (3.4) holds, then there exists an
integer j0 � 1 such that inequality (3.9) holds.

Proof. Let �2 = �(A�1N2) = �(N2A
�1). Assume that both splittings are weak

nonnegative of the �rst type. From part 9 of Theorem 2.2 we have that inequality
(3.4) implies

�(A�1N1) < �2:(3.10)

Since A�1 > 0, then for all x � 0 we have that y = A�1x > 0. Now, by the K-
irreducibility of A�1N2, we have that for the eigenvalue �2 there exists an eigenvector
x2 > 0 such that

A�1N2x2 = �2x2:

Then from Lemma 2.4 we obtain that the sequence of vectors

��
A�1N2

�2

�j
y

�
1

j=1

lies

at positive distance of the frontier of K; and then�
A�1N2

�2

�j

A�1 > 0 for all j � 1:(3.11)

On the other hand, from (3.10) it follows that lim
j!1

�
A�1N1

�2

�j
= 0 so that

lim
j!1

�
A�1N1

�2

�j
A�1 = 0:(3.12)

Now, from (3.11) and (3.12) there exists a positive integer j0 such that�
A�1N1

�2

�j
A�1 <

�
A�1N2

�2

�j
A�1; for all j � j0;
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and inequality (3.9) follows.
If A =M1�N1 is of the �rst type and A =M2�N2 is of the second type, taking

into account that �2 = �(A�1N2) = �(N2A
�1), and that �(M�1

2 N2) = �(N2M
�1
2 ),

and using N2A
�1 instead of A�1N2, by a similar argument, we obtain that

A�1
�
N2A

�1

�2

�j
> 0 for all j � 1; and lim

j!1

�
A�1N1

�2

�j
A�1 = 0:

Therefore, there exists a positive integer j0 such that

�
A�1N1

�2

�j
A�1 < A�1

�
N2A

�1

�2

�j
=

�
A�1N2

�2

�j

A�1

for all j � j0. Then, inequality (3.9) follows.
If A = M1 � N1 is weak nonnegative of the second type and A = M2 � N2 is

weak nonnegative of the �rst or second type, by a similar argument, but using N1A
�1

instead of A�1N1 inequality (3.9) holds.
Remark 3.6. Theorem 3.5 is still valid if we replace A�1Ni by A�1Mi for

i = 1; 2 and N2A
�1 by M2A

�1.
Observe that if we consider in Theorem 3.5 the proper cone K = R

n
+ the condi-

tion \A�1N2 (respectively, N2A
�1) is K-irreducible" is equivalent to \M�1

2 N2 (re-
spectively, N2M

�1
2 ) is K-irreducible" by Theorem 1 of Szyld [17].

As we have mentioned before, Theorem 3.1 does not hold for weak nonnegative
splittings of the same type. However, if we introduce other conditions similar to those
of Theorem 3.1, we obtain the following results. The proof is similar to that of part
1 of Theorem 3.1.

Theorem 3.7. Let A be a nonsingular and K-monotone matrix. Let A =M1 �
N1 =M2 �N2 be two weak nonnegative splittings.

1. If both splittings are of the �rst type and

A�1(N1A
�1)j � A�1(A�1N2)

j ; for some j � 1;(3.13)

or

A�1(A�1N1)
j � A�1(N2A

�1)j ; for some j � 1;(3.14)

then inequality (3.2) holds.
2. If both splittings are of the second type and

(N1A
�1)jA�1 � (A�1N2)

jA�1; for some j � 1;(3.15)

or

(A�1N1)
jA�1 � (N2A

�1)jA�1; for some j � 1;(3.16)

then inequality (3.2) holds.
Remark 3.8. Theorem 3.7 is still valid if we replace A�1Ni by A�1Mi and

NiA
�1 by M1A

�1 for i = 1; 2.
Note that if in Theorem 3.7 and in Remark 3.8 we replace the inequalities by strict

inequalities, we obtain comparison conditions similar to those of part 2 of Theorem
3.1 for weak nonnegative splittings of the same type. In this case, the proof is similar
to that of part 2 of Theorem 3.1.
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Furthermore, Theorem 3.5 is still valid if we replace inequality (3.9) with one
of the inequalities (3.13){(3.16) of Theorem 3.7 or in Remark 3.8, but with strict
inequality.

Finally, note that if in Theorem 3.7 and in Remark 3.8 we consider the particular
case where j = 1 we obtain new comparison conditions similar to the comparison
condition introduced by Csordas and Varga [5] for the particular case K = R

n
+ and

regular splitting extended by Wo�znicki [19] for weak nonnegative splitting of di�erent
type. For example, for the splittingsM1 = P3 andM2 = P1 of Example 4.8 in Section
4, the comparison conditions of Theorem 3.15 of Varga [18] are not satis�ed, but we
have that A�1A�1N1 � A�1N2A

�1. Moreover, for the splittings M1 = P10 and
M2 = P9, also of Example 4.8, the comparison conditions of Theorem 14 of Climent
and Perea [3] are not satis�ed, but we have that N1A

�1A�1 � A�1N2A
�1. Therefore,

with these new conditions we can a�rm that �(M�1
1 N1) � �(M�1

2 N2) in both cases.
With the idea introduced by Wo�znicki [19] to use the transpose matrix in one

of the matrices of the splittings we can obtain a series of new comparison conditions
similar to those seen so far in this section.

Theorem 3.9. Let A be a nonsingular and K-monotone matrix. Let A =M1 �
N1 =M2 �N2 be two weak nonnegative splittings.

1. If both splittings are of the �rst type and

A�1(N1A
�1)j � A�1

�
(A�1N2)

T
�j
; for some j � 1;(3.17)

or

(A�1N1)
j(A�1)T �

�
(N2A

�1)T
�j
(A�1)T ; for some j � 1;(3.18)

then inequality (3.2) holds.
2. If both splittings are of the second type and

(A�1)T (N1A
�1)j � (A�1)T

�
(A�1NT

2

�j
; for some j � 1;(3.19)

or

(A�1N1)
jA�1 �

�
(N2A

�1)T
�j
A�1; for some j � 1;(3.20)

then inequality (3.2) holds.
3. If A =M1 �N1 is of the �rst type, A =M2 �N2 is of the second type and

A�1(N1A
�1)j � A�1

�
(N2A

�1)T
�j
; for some j � 1;(3.21)

or

(A�1)T (A�1N1)
j � (A�1)T

�
(A�1N2)

T
�j
; for some j � 1;(3.22)

then inequality (3.2) holds.
4. If A =M1 �N1 is of the second type, A =M2 �N2 is of the �rst type and

(A�1N1)
jA�1 �

�
(A�1N2)

T
�j
A�1; for some j � 1;(3.23)

or

(N1A
�1)j(A�1)T �

�
(N2A

�1)T
�j
(A�1)T ; for some j � 1;(3.24)

then inequality (3.2) holds.
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Proof. The proof is also similar to that of part 1 of Theorem 3.1 taking into
account that �

�
(A�1N2)

T
�
= �(A�1N2).

Remark 3.10. Theorem 3.9 is still valid if we replace A�1Ni by A�1Mi and
NiA

�1 by MiA
�1 for i = 1; 2.

Note that Theorem 3.9 and Remark 3.10 are still valid if we replace inequalities
by strict inequalities. Furthermore, Theorem 3.5 is still valid if we replace inequality
(3.9) by one of the inequalities (3.17){(3.24) in Theorem 3.9 or in Remark 3.10, but
with strict inequality.

On the other hand, when both splittings are of the �rst type, inequalities (3.17)
and (3.18) of Theorem 3.9 may be written, for j = 1, as

A�1N1A
�1 � A�1NT

2 (A
�1)T and A�1N1(A

�1)T � (A�1)TNT
2 (A

�1)T

respectively. Therefore, we obtain new comparison conditions for weak nonnegative
splittings of the �rst type. Note that for the splittings M1 = P8 and M2 = P1 of
Example 4.8, we have that the inequality (3.18) of Theorem 3.9 for j = 1 holds, and
none of the comparison conditions introduced before by Varga [18], or Csordas and
Varga [5], are satis�ed; that is, these conditions are not redundant.

Furthermore, if we take j = 1 in inequalities (3.19){(3.24) of Theorem 3.9 we also
obtain new comparison conditions for weak nonnegative splittings of the second type
and for weak nonnegative splittings of di�erent types. For example, if we consider the
splittings M1 = P1 and M2 = P21 of Example 4.8, the inequality (3.21) holds; but
none of the other similar comparison conditions we have had up to now are satis�ed.

In the particular case where the matrix A is symmetric, the inequalities (3.17){
(3.20) of Theorem 3.9, for j = 1, can be written as

A�1N1A
�1 � A�1NT

2 A
�1

therefore obtaining Theorem 12 of Climent and Perea [3] for the �nite dimensional
case as a particular case.

Moreover, if we take j = 1 in inequalities (3.21){(3.24), we obtain the following
corollary.

Corollary 3.11. Let A be a symmetric, nonsingular and K-monotone matrix.
Let A =M1 �N1 =M2 �N2 be two weak nonnegative splittings of di�erent types.

1. If A =M1 �N1 is of the �rst type and

A�1N1A
�1 � A�1A�1NT

2 or A�1A�1N1 � A�1NT
2 A

�1;

then inequality (3.2) holds.
2. If A =M1 �N1 is of the second type and

A�1N1A
�1 � NT

2 A
�1A�1 or N1A

�1A�1 � A�1NT
2 A

�1;

then inequality (3.2) holds.

4. Relations between comparison conditions. The aim of this section is to
complete the chain of implications introduced in Section 4 of Climent and Perea [3]
for the �nite dimensional case, with the new comparison conditions presented in this
paper. In this chain, we relate the comparison conditions introduced in this paper
in such a way that we establish a series of implications which are ordered from the
most restrictive (usually easier to check) to the weakest (usually the most di�cult to
check).

Theorem 4.1. Let A be a nonsingular and K-monotone matrix. Let A =M1 �
N1 =M2 �N2 be two weak nonnegative splittings of di�erent types.
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1. If N1 � N2, then M�1
1 �M�1

2 .
2. If M�1

1 �M�1
2 , then A�1N1A

�1 � A�1N2A
�1.

3. If A�1N1A
�1 � A�1N2A

�1, then the following inequalities hold for all j � 1
a. (A�1N1)

jA�1 � (A�1N2)
jA�1.

b. (A�1M1)
jA�1 � (A�1M2)

jA�1.
4. If either 3a or 3b hold for some j � 1, then inequality (3.2) holds.

Proof. For parts 1 and 2 see Climent and Perea [3, Theorem 15].

3. Assume that A =M1�N1 is weak nonnegative of the �rst (respectively, second)
type. By hypothesis, we have that the inequality of part 3a holds for j = 1. Now,
taking into account that, from Theorem 2.2, A�1N1 � 0 (respectively, N1A

�1 � 0),
the proof follows by induction over j.

Next, since A�1N1A
�1 � A�1N2A

�1 if and only if A�1M1A
�1 � A�1M2A

�1,
and once again, by induction over j the inequality of part 3b follows.

4. By Theorem 2.2 and Remark 3.2.

Parts 1 and 3 of Theorem 4.1 are also valid for weak nonnegative splittings of the
same type. However, for parts 2 and 4 this is not true, as we can see in Example 8
of Climent and Perea [3]. This example also show that the converses of parts 1 and 2
of Theorem 4.1 do not hold either. In Examples 4.8 and 4.9 below, we also show that
the converses of parts 3 and 4 of Theorem 4.1 do not hold.

Theorem 4.2. Let A be a nonsingular and K-monotone matrix. Let A =M1 �
N1 =M2 �N2 be two weak nonnegative splittings of the �rst type.

1. If 0 � N1A
�1 � A�1N2, then the following inequalities hold for all j � 1

a. A�1(N1A
�1)j � A�1(A�1N2)

j .
b. A�1(M1A

�1)j � A�1(A�1M2)
j .

2. If 0 � A�1N1 � N2A
�1, then the following inequalities hold for all j � 1

a. A�1(A�1N1)
j � A�1(N2A

�1)j .
b. A�1(A�1M1)

j � A�1(M2A
�1)j .

3. If some of the conditions 1a, 1b, 2a, or 2b hold for some j � 1, then inequality
(3.2) holds.

Proof. 1. Clearly 0 � (N1A
�1)j � (A�1N2)

j and multiplying both sides, on the
left, by A�1 � 0 we obtain the inequality in part 1a.

On the other hand, taking into account that Ni = Mi � A for i = 1; 2, we have
that 0 � M1A

�1 � A�1M2. Now, by a similar argument as above, the inequality of
part 1b follows.

2. Similar to part 1.

3. From Theorem 3.7 and Remark 3.10.

Remark 4.3. Theorem 4.2 is still valid if we make the following changes.

� \�rst type" by \second type", A�1Ni and M�1
i Ni by NiA

�1 and NiM
�1
i ,

respectively,
� A�1(N1A

�1)j � A�1(A�1N2)
j by (N1A

�1)jA�1 � (A�1N2)
jA�1,

� A�1(M1A
�1)j � A�1(A�1M2)

j by (M1A
�1)jA�1 � (A�1M2)

jA�1,
� A�1(A�1N1)

j � A�1(N2A
�1)j by (A�1N1)

jA�1 � (N2A
�1)jA�1,

� A�1(A�1M1)
j � A�1(M2A

�1)j by (A�1M1)
jA�1 � (M2A

�1)jA�1.

Observe that parts 1 and 2 of Theorem 4.2 and parts 1 and 2 of Remark 4.3
(really, parts 1 and 2 of Theorem 4.2 together with the changes proposed in Remark
4.3) still hold regardless of the type of splitting. This is not true for part 3 as we can
see in Example 4.8 below. Examples 4.8 and 4.9 below also show that the converses
of Theorem 4.2 are not true.

Theorem 4.4. Let A be a nonsingular and K-monotone matrix. Let A =M1 �
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N1 =M2 �N2 be two weak nonnegative splittings of the �rst type.

1. If 0 � N1A
�1 � (A�1N2)

T then the following inequalities hold for all j � 1

a. A�1(N1A
�1)j � A�1

�
(A�1N2)

T
�j
.

b. A�1(M1A
�1)j � A�1

�
(A�1M2)

T
�j
.

2. If 0 � A�1N1 � (N2A
�1)T , then the following inequalities hold for all j � 1

a. (A�1N1)
j(A�1)T �

�
(N2A

�1)T
�j
(A�1)T .

b. (A�1M1)
j(A�1)T �

�
(M2A

�1)T
�j
(A�1)T .

3. If some of the conditions 1a, 1b, 2a, or 2b hold for some j � 1, then inequality
(3.2) holds.

Proof. The proof of parts 1 and 2 is similar to the proofs of the same parts in
Theorem 4.2. The proof of part 3 follows from Theorem 3.9 and Remark 3.10.

Remark 4.5. Theorem 4.4 is still valid if we make the following changes.

� \�rst type" by \second type", A�1Ni and M�1
i Ni by NiA

�1 and NiM
�1
i ,

respectively,

� A�1(N1A
�1)j � A�1

�
(A�1N2)

T
�j

by

(A�1)T (N1A
�1)j � (A�1)T

�
(A�1N2)

T
�j
,

� A�1(M1A
�1)j � A�1

�
(A�1M2)

T
�j

by

(A�1)T (M1A
�1)j � (A�1)T

�
(A�1M2)

T
�j
,

� (A�1N1)
j(A�1)T �

�
(N2A

�1)T
�j
(A�1)T by

(A�1N1)
jA�1 �

�
(N2A

�1)T
�j
A�1,

� (A�1M1)
j(A�1)T �

�
(M2A

�1)T
�j
(A�1)T by

(A�1M1)
jA�1 �

�
(M2A

�1)T
�j
A�1.

Observe that parts 1 and 2 of Theorem 4.4 and parts 1 and 2 of Remark 4.5
(really, parts 1 and 2 of Theorem 4.4 with the changes proposed in Remark 4.5) still
hold regardless of the type of the splittings. This is not true for part 3 as we can see
in Example 4.8 below. Examples 4.8 and 4.9 below also show that the converses of
Theorem 4.4 do not hold.

Similar to Theorem 4.4 and Remark 4.5 we have the following results.

Theorem 4.6. Let A be a nonsingular and K-monotone matrix. Let A =M1�N1

be a weak nonnegative splitting of the �rst type and let A = M2 � N2 be a weak
nonnegative splitting of the second type.

1. If 0 � N1A
�1 � (N2A

�1)T then the following inequalities hold for all j � 1

a. A�1(N1A
�1)j � A�1

�
(N2A

�1)T
�j
.

b. A�1(M1A
�1)j � A�1

�
(M2A

�1)T
�j
.

2. If 0 � A�1N1 � (A�1N2)
T then the following inequalities hold for all j � 1

a. (A�1)T (A�1N1)
j � (A�1)T

�
A�1(N2)

T
�j
.

b. (A�1)T (A�1M1)
j � (A�1)T

�
A�1(M2)

T
�j
.

3. If some of the conditions 1a, 1b, 2a, or 2b hold for some j � 1, then inequality
(3.2) holds.

Remark 4.7. Theorem 4.6 is still valid if we make the following changes.

� \A =M1 �N1 �rst type" by \A =M1 �N1 second type",
� \A =M2 �N2 second type" by \A =M2 �N2 �rst type",

� A�1(N1A
�1)j � A�1

�
(N2A

�1)T
�j

by

(N1A
�1)j(A�1)T �

�
(N2A

�1)T
�j
(A�1)T ,

� A�1(M1A
�1)j � A�1

�
(M2A

�1)T
�j

by
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(M1A
�1)j(A�1)T �

�
(M2A

�1)T
�j
(A�1)T ,

� (A�1)T (A�1N1)
j � (A�1)T

�
A�1(N2)

T
�j

by

(A�1N1)
jA�1 �

�
(A�1N2)

T
�j
A�1,

� (A�1)T (A�1M1)
j � (A�1)T

�
A�1(M2)

T
�j

by

(A�1M1)
jA�1 �

�
(A�1M2)

T
�j
A�1.

Observe that parts 1 and 2 of Theorem 4.6 and parts 1 and 2 of Remark 4.7
(really, parts 1 and 2 of Theorem 4.6 together with the changes proposed in Remark
4.7) still hold regardless of the type of the splittings. This is not true for part 3 as
we can see in Example 4.8 below. Examples 4.8 and 4.9 below also show that the
converses of Theorem 4.6 do not hold.

Example 4.8. We consider the monotone matrix of Example 3.4 and the
splittings A = Pi �Qi with i = 1; 2; : : : ; 15, where

P1 =

2
4 3 �2 1

0 2 �2
�2 0 2

3
5 ; P2 =

2
4 2 �2 2

0 2 �2
� 3

2 0 3
2

3
5 ;

P3 =

2
4 1 �2 2

0 2 �4
�1 0 4

3
5 ; P4 =

2
4 3

2 � 1
2 1

�1 1 �2
0 0 2

3
5 ;

P5 =

2
4 1 �2 1
� 1
3 4 �2

� 1
2

1
4 2

3
5 ; P6 =

2
4 8

9 � 20
9

10
9

2
9

40
9 � 20

9
� 4
9

10
9

40
9

3
5 ;

P7 =

2
4 1 �1 1

2
0 2 �1
0 0 5

3
5 ; P8 =

2
4 1 �2 1

0 4 �3
� 1

2 0 2

3
5 ;

P9 =

2
4 3 �6 3

1 2 �3
�3 0 6

3
5 ; P10 =

2
4 1 �4 4

0 2 �2
�1 0 2

3
5 ;

P11 =

2
4 5

2 �4 3
�1 4 �4
�1 0 3

3
5 ; P12 =

2
4 5

2 �5 5
2

� 1
2 3 � 3

2
�2 0 4

3
5 ;

P13 =

2
4 3

2 �2 1
2

0 2 �2
� 1

2 0 3
2

3
5 ; P14 =

2
4 1 �2 1

0 1 �2
�1 2 2

3
5 ;

P15 =

2
4 2 �4 2

0 4 �4
�3 0 6

3
5 :
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For i = 1; 2; 3; 4; 6; 11; 14, the splittings are weak nonnegative of the �rst type. For
i = 7, the splitting is nonnegative and for i = 5; 8; 9; 10; 12; 13; 14; 15, the splittings
are weak nonnegative of the second type.

Let M1 = P1 and M2 = P5 it follows then that (A�1N1)
4A�1 � (A�1N2)

4A�1

and (A�1M1)
5A�1 � (A�1M2)

5A�1, but A�1N1A
�1 6� A�1N2A

�1. Therefore the
converse of part 3 of Theorem 4.1 does not hold.

Let M1 = P15 and M2 = P11 it follows then that A�1N1A
�1 � A�1A�1N2 and

A�1M1A
�1 � A�1A�1M2 but �(M�1

1 N1) 6� �(M�1
2 N2). Now, for M1 = P11 and

M2 = P12 it follows that A�1A�1N1 � A�1N2A
�1 and A�1A�1N1 � A�1N2A

�1

but �(M�1
1 N1) 6� �(M�1

2 N2). Therefore, part 3 of Theorem 4.2 does not hold if both
splittings are not weak nonnegative of the �rst type.

Let M1 = P7 and M2 = P6 it follows then that A�1(N1A
�1)6 � A�1(A�1N2)

6

and A�1(M1A
�1)7 � A�1(A�1M2)

7 but N1A
�1 6� A�1N2. Now, for M1 = P2 and

M2 = P1 it follows then that A�1(A�1N1)
4 � A�1(N2A

�1)4 and A�1(A�1M1)
5 �

A�1(M2A
�1)5 but A�1N1 6� N2A

�1. Therefore, the converses of parts 1 and 2 of
Theorem 4.2 do not hold.

LetM1 = P10 andM2 = P4 it follows then that A�1N1A
�1 � A�1(A�1N2)

T and
A�1M1A

�1 � A�1(A�1M2)
T but �(M�1

1 N1) 6� �(M�1
2 N2). Now, for M1 = P1 and

M2 = P9 it follows that A�1N1(A
�1)T � (N2A

�1)T (A�1)T and A�1M1(A
�1)T �

(M2A
�1)T (A�1)T but �(M�1

1 N1) 6� �(M�1
2 N2). Therefore, part 3 of Theorem 4.4

does not hold if both splittings are not weak nonnegative of the �rst type.

LetM1 = P2 andM2 = P1 it follows then that A
�1(N1A

�1)3 � A�1
�
(A�1N2)

T
�3

and A�1(M1A
�1)5 � A�1

�
(A�1M2)

T
�5

but N1A
�1 6� (A�1N2)

T . Also we have that

(A�1N1)
2(A�1)T �

�
(N2A

�1)T
�2
(A�1)T

and

(A�1M1)
3(A�1)T �

�
(M2A

�1)T
�3
(A�1)T ;

but A�1N1 6� (N2A
�1)T . Therefore, the converses of parts 1 and 2 of Theorem 4.4

do not hold.

Let M1 = P10 and M2 = P13 it follows that

A�1N1A
�1 � A�1(N2A

�1)T and A�1M1A
�1 � A�1(M2A

�1)T ;

but �(M�1
1 N1) 6� �(M�1

2 N2). Now, for M1 = P3 and M2 = P14 it follows that
(A�1)TA�1N1 � (A�1)T (A�1N2)

T and (A�1)TA�1M1 � (A�1)T (A�1M2)
T , but

�(M�1
1 N1) 6� �(M�1

2 N2):

Therefore, part 3 of Theorem 4.6 does not hold when A = M1 � N1 is not weak
nonnegative of the �rst type and A =M2�N2 is not weak nonnegative of the second
type.

LetM1 = P1 andM2 = P7 it follows then that A
�1(N1A

�1)2 � A�1
�
(A�1N2)

T
�2

and A�1(M1A
�1)3 � A�1

�
(A�1M2)

T
�3

but N1A
�1 6� (N2A

�1)T . Now, forM1 = P3
andM2 = P8 it follows that (A

�1)TA�1N1 � (A�1)T (A�1N2)
T and (A�1)TA�1N1 �

(A�1)T (A�1N2)
T but A�1N1 6� (A�1N2)

T . Therefore, the converses of parts 1 and
2 of Theorem 4.6 do not hold.
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Example 4.9. For the monotone matrix A =

2
4 0 1 �1

1 0 0
0 0 1

;

3
5 consider the

splittings A = Pi �Qi, i = 1; 2; 3, where

P1 =

2
4 0 1 �1

2 0 0
0 0 1

3
5 ; P2 =

2
4 0 3 �3

1 0 0
0 0 1

3
5 and P3 =

2
4 0 1 �1

1 0 0
0 0 2

3
5 :

For i = 1; 3 the splittings are regular and for i = 2 the splitting is weak nonneg-
ative of the second type.

Let M1 = P1 and M2 = P2 it follows then that �(M�1
1 N1) � �(M�1

2 N2), but
for all j � 1, (A�1N1)

jA�1 6� (A�1N2)
jA�1 and (A�1M1)

jA�1 6� (A�1M2)
jA�1.

Therefore, the converse of part 4 of Theorem 4.1 does not hold.
Now, let M1 = P1 and M2 = P3. It is easy to prove that the converses of parts 3

of Theorems 4.2, 4.4 and 4.6 do not hold.
It is immediate the equivalence between the inequalities

A�1N1A
�1 � A�1N2A

�1 and A�1M1A
�1 � A�1M2A

�1;

as well as the comparison conditions which appear in Theorems 3.7 and 3.9 and those
which appear in the corresponding remarks in which the Ni with i = 1; 2, and the
similar conditions in which the Mi with i = 1; 2, appear for j = 1 are equivalent.
However, if we consider the matrix A of Example 4.8 and the splittings M1 = P7 and
M2 = P6 of the same example, it follows that A�1(N1A

�1)6 � A�1(A�1N2)
6 but

A�1(M1A
�1)6 6� A�1(A�1M2)

6. Therefore, the equivalence is not true for j > 1.
On the other hand, the examples obtained suggest that if the inequality with Mi,
i = 1; 2 for a certain j > 1 holds, then the same condition with Ni, i = 1; 2, for
the same j holds. However, we have not been able to prove this result or to �nd a
counterexample.
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