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REAL DIMENSION OF THE LIE ALGEBRA OF S-SKEW-HERMITIAN

MATRICES∗

JONATHAN CAALIM† AND YU-ICHI TANAKA‡

Abstract. Let Mn(C) be the set of n × n matrices over the complex numbers. Let S ∈ Mn(C). A matrix A ∈ Mn(C)
is said to be S-skew-Hermitian if SA∗ = −AS where A∗ is the conjugate transpose of A. The set uS of all S-skew-Hermitian

matrices is a Lie algebra. In this paper, we give a real dimension formula for uS using the Jordan block decomposition of the

cosquare S(S∗)−1 of S when S is nonsingular.
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1. Main result. The unitary group of degree n, denoted by U(n), is the Lie group of all n×n unitary

matrices under matrix multiplication. Associated with U(n) is its Lie algebra u(n) consisting of all n × n

skew-Hermitian matrices where the Lie bracket is the commutator. The notion of unitary groups and the

algebras of skew-Hermitian matrices can be generalized naturally in the following manner. Let S ∈ Mn(C).
We say that a matrix A ∈ GLn(C) is S-unitary if ASA∗ = S. Here, GLn(C) is the set of all nonsingular

n × n matrices over C. Let US be the set of all S-unitary matrices. We see that US is a Lie group with a

corresponding Lie algebra uS = {A ∈ Mn(C) | SA∗ = −AS}. An element of uS is said to be an S-skew-

Hermitian matrix. Observe that if S is the identity matrix In, we recover U(n) and u(n). In the past years,

there has been a great amount of research work extending to S-unitary and S-skew-Hermitian matrices the

linear algebraic properties of their usual counterparts (see e.g., [1, 5, 6, 10]).

In [3], the problem of determining whether two Lie groups US and UT are isomorphic is investigated.

The strategy employed in the paper is to look at the associated Lie algebras uS . We know that if two Lie

algebras have different real dimensions, then their parent Lie groups are necessarily non-isomorphic. Thus,

a significant part of the problem can be addressed by providing a dimension formula for uS .

Such a dimension formula is given in [7, Theorem 3.3] by De Terán and Dopico (see also [8]). The

derivation of their formula employs the idea of reducing the matrix S into its so-called canonical form for
∗congruence introduced by Horn and Sergeichuk in [9, Theorem 1.1]. Denote by Jl(β) the Jordan block of

size l ∈ N corresponding to β ∈ C. In the ∗congruence decomposition, the matrix S is written as a direct

sum of matrix blocks:

1. (Type 0) Jk(0).

2. (Type I) k × k matrix αΓk where |α| = 1 and

∗Received by the editors on May 29, 2020. Accepted for publication on December 21, 2021. Handling Editor: Heike

Fassbender. Corresponding Author: Jonathan Caalim
†University of the Philippines - Diliman, Quezon City, Philippines 1101 (jcaalim@math.upd.edu.ph). Supported by Philip-

pine National Bank Professorial Chair from UP Diliman.
‡Joso Gakuin High School, Tsuchiura City, Ibaraki Prefecture, Japan 1010 (mathlogic.ty@gmail.com).

mailto:jcaalim@math.upd.edu.ph
mailto:mathlogic.ty@gmail.com


Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 38, pp. 49-62, January 2022.

J. Caalim and Y. Tanaka 50

Γk =



0 (−1)k+1

... (−1)k

−1
...

1 1

−1 −1

1 1 0


.

3. (Type II) H2k(µ), which is the skew sum of Jk(µ) and the size k identity matrix Ik where |µ| > 1

i.e.,

H2k(µ) =

[
0 Ik

Jk(µ) 0

]
.

Their formula is composed of 8 summands that record the contribution to the real dimension of uS of

the three blocks listed above and their interaction to one another. When S is nonsingular, the number of

summands is 4. In particular, the summand corresponding to two Type I blocks involves cases according to

the parity of the size of the blocks.

The motivation of the paper of De Terán and Dopico is to solve the matrix equation SA∗+AS = 0 (with

S fixed). In contrast, our motivation is to provide an insight on the structure of uS and find a convenient

Lie algebra basis. This paper continues the authors’ earlier works ([3] and [4, Corollary 2.1]) on uS where S

is normal and nonsingular. In particular, we generalize the dimension formula given in [3, Theorem 3.19] by

eliminating the normality condition on S.

To this end, we develop an approach that depends on the Jordan block decomposition of the cosquare

S(S∗)−1 of S when S ∈ GLn(C). For simplicity, we write S−∗ for (S∗)−1.

Define mult(SS−∗;β, l) as the number of Jordan blocks Jl(β) appearing in the Jordan normal form of

SS−∗. We have the following main result.

Theorem 1.1. Let S ∈ GLn(C). Let Λ be the set of distinct eigenvalues of SS−∗. Then

dimR(uS) =

n∑
m,l=1

∑
β∈Λ

min(l,m)mult(SS−∗;β, l)mult(SS−∗;β
−1

,m).

If, in addition, S is normal, then SS−∗ is unitary, and hence, diagonalizable. The distinct eigenvalues of

SS−∗ are β1, . . . , βk where βi = αi/|αi| for some eigenvalue αi of S. We have βi = βj
−1

if and only if i = j.

Then the following corollary simplifies the formula given in [3, Theorem 3.19].

Corollary 1.2. Let S ∈ GLn(C) be normal. Let β1, . . . , βk be the distinct eigenvalues of SS−∗ and let

mult(SS−∗, βi) be the algebraic multiplicity of βi as an eigenvalue of SS−∗. Then

dimR(uS) =

k∑
i=1

mult(SS−∗, βi)
2.

The formula in Theorem 1.1, in contrast with the formula given by De Terán and Dopico, provides a

uniform treatment for Type I and Type II matrices into one case and avoids discussion on the parity. Hence,

the formula allows for a simpler computation of dimR uS when S is nonsingular.

To end this section, we provide some examples illustrating Theorem 1.1.
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Example 1.3. For µ ̸= 0, consider

H2k(µ) =

[
0 Ik

Jk(µ) 0

]
.

The cosquare of H2k(µ) is similar to Jk(µ)⊕ Jk(µ̄
−1). By Theorem 1.1, if |µ| = 1, then dimR(uH2k(µ)) = 4k.

Otherwise, dimR(uH2k(µ)) = 2k.

Example 1.4. Here and throughout the article, we use the symbol i to denote the square root of -1. Let

S =

 0 1 0

1 i 0

0 0 1

. Note that S is not normal and as such, [3, Theorem 3.19] cannot be used. The cosquare

of S is similar to J1(1) ⊕ J2(1). By Theorem 1.1, dimR uS = 5. The following may be taken as a basis for

uS : 
0 0 0

0 0 0

0 0 i

 ,

0 0 0

0 0 i

i 0 0

 ,

 i 0 0

0 i 0

0 0 0

 ,

0 0 0

i 0 0

0 0 0

 ,

0 0 0

0 0 −1

1 0 0

 .

2. Proof of Theorem 1.1. We say that the set {v1, v2, . . . , vl} ⊂ Cn = Cn×1 is a Jordan chain of a

matrix A associated with an eigenvalue α, if it satisfies the following properties:

Av1 = αv1

Avi+1 = αvi+1 + vi (for 1 ≤ i < l),

and, moreover, there is no vector w ∈ Cn such that Aw = αw+ vl. The vectors v1, v2, . . . , vl are generalized

eigenvectors associated with α (see [2, Sec. 9.4 - 9.5]). For two Jordan chains C = {v1, . . . , vl} and

D = {u1, . . . , um} (which may be associated with the same eigenvalue), we define the vector space

V(A;C,D) =
∑

1≤i≤l
1≤j≤m

Cvi(Auj)
∗ +

∑
1≤i≤l
1≤j≤m

Cuj(Avi)
∗.

2.1. CASE 1: Distinct Jordan blocks. Let S ∈ GLn(C). Consider Jordan chains C = {v1, . . . , vl}
and D = {u1, . . . , um} of SS−∗ associated with the eigenvalues α and α′ of SS−∗, respectively. Without loss

of generality, we may assume l ≤ m (by interchanging the roles of the Jordan chains C and D, if needed).

Suppose C∪D is linearly independent over C. Note that if α ̸= α′, then C∪D is always linearly independent.

The condition is imposed, in particular, to the case where α = α′ and their corresponding Jordan chains are

distinct.

For 2 ≤ i ≤ l, we have

SS−∗vi = αvi + vi−1,

and

SS−∗v1 = αv1.

Likewise, for 2 ≤ j ≤ m,

SS−∗uj = α′uj + uj−1,

and

SS−∗u1 = α′u1.
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Extend C ∪D to a basis {w1, . . . , wn} of Cn. Let W = (w1, . . . , wn) ∈ GLn(C), and let {ei | 1 ≤ i ≤ n}
be the standard basis of Cn. Then Wei = wi. Let us consider the linear map

Φ : X 7−→ W−1XSW−∗,

where X ∈ Mn(C). Then

Φ(wi(S
−∗wj)

∗) = W−1wiw
∗
jS

−1SW−∗

= W−1wi(W
−1wj)

∗

= eie
∗
j .

Clearly, {eie∗j | 1 ≤ i, j ≤ n} is a basis of Mn(C). Consequently, {wi(S
−∗wj)

∗ | 1 ≤ i, j ≤ n} is a linearly

independent set. For each pair i, j satisfying 1 ≤ i ≤ l and 1 ≤ j ≤ m, define

Eij = vi(S
−∗uj)

∗,

and

E′
ji = uj(S

−∗vi)
∗.

Then {Eij , E
′
ji | 1 ≤ i ≤ l, 1 ≤ j ≤ m} is a linearly independent set.

Denote by Vij the subspace CEij + CE′
ji of Mn(C). Then, V(S−∗;C,D) is the direct sum

V(S−∗;C,D) =
∑

1≤i≤l
1≤j≤m

CEij +
∑

1≤i≤l
1≤j≤m

CE′
ji =

∑
1≤i≤l
1≤j≤m

Vij .

For 1 ≤ k ≤ l +m− 1, define the vector space Vk as

Vk =
∑

i+j=k+1

Vij .

From the definition of Vij , it follows that dimR(Vij) = 4. Therefore,

dimR(Vk) =


4k if 1 ≤ k < l,

4l if l ≤ k ≤ m,

4(l − k +m) if m < k.

For simplicity, we set V≤k =
∑

t≤k Vt and V0 = {0}. Let πk : V(S−∗;C,D) −→ Vk be the canonical projection

from V(S−∗;C,D) onto Vk with respect to the basis {Eij , E
′
ji | 1 ≤ i ≤ l, 1 ≤ j ≤ m}. Also, we define the

projections πij , π<k, and π≤k from V(S−∗;C,D) onto Vij , V≤k−1, and V≤k, respectively.

Consider the R-linear map d : Mn(C) −→ Mn(C) given by d(A) = SA∗S−1+A, for A ∈ Mn(C). Clearly,
uS = ker(d). Using the fact that E∗

ij = S−∗ujv
∗
i and (E′

ji)
∗ = S−∗viu

∗
j , observe that, for all 1 ≤ i ≤ l,

d(Eij) =

{
α′E′

ji + Eij if j = 1,

α′E′
ji + E′

j−1,i + Eij if 1 < j ≤ m
,

and, for all 1 ≤ j ≤ m,

d(E′
ji) =

{
αEij + E′

ji if i = 1,

αEij + Ei−1,j + E′
ji if 1 < i ≤ l.
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Let Eij = E′
ji = 0 when i = 0 or j = 0. Then the above equations are reduced to the following equations:

d(Eij) = α′E′
ji + E′

j−1,i + Eij ,

d(E′
ji) = αEij + Ei−1,j + E′

ji.

Let dk = d|Vk
be the restriction of the map d on Vk. Similarly, define dij , d<k, and d≤k for Vij , V≤k−1,

and V≤k, respectively. Note that, if i+ j = k+1, then the elements Eij , E
′
ji, iEij , and iE′

ji are in Vk. Thus,

d and dk coincide for these particular elements. Let us consider the composition πk ◦ dk : Vk −→ Vk. If

i+ j = k + 1, then

πk ◦ dk(Eij) = Eij + α′E′
ji,

πk ◦ dk(E′
ji) = E′

ji + αEij ,

πk ◦ dk(iEij) = iEij − iα′E′
ji,

πk ◦ dk(iE′
ji) = iE′

ji − iαEij .

Note that the last two identities use the fact that d(iA) = −id(A) + 2iA, for A ∈ Mn(C).

Lemma 2.1. Let 1 ≤ k ≤ l+m−1. Then the real dimension of the image Im(πk ◦dk) of the map πk ◦dk
is given by dimR(Vk) if αα′ ̸= 1,

1

2
dimR(Vk) otherwise.

Moreover, if i+ j = k + 1 and αα′ = 1, then Im(πij ◦ dk) = R(Eij + α′E′
ji) + Ri(Eij − α′E′

ji).

Proof. Fix 1 ≤ k ≤ l+m− 1. Suppose i+ j = k+1. Take E = {Eij , iEij , E
′
ji, iE

′
ji} as an ordered basis

of Vij over R. Then we encode the coordinates of the matrices πk ◦ dk(Eij), πk ◦ dk(iEij), πk ◦ dk(E′
ji), and

πk ◦ dk(iE′
ji) with respect to E as the rows in the following matrix:

1 0 ℜ(α′) ℑ(α′)

0 1 ℑ(α′) −ℜ(α′)

ℜ(α) ℑ(α) 1 0

ℑ(α) −ℜ(α) 0 1

 ,

where ℜ(z) and ℑ(z) denote the real and imaginary parts of a complex number z, respectively. The deter-

minant of this matrix is (αα′ − 1)(α′α − 1). If αα′ ̸= 1, then Im(πk ◦ dk) contains Vij and, consequently,

Vk ⊆ Im(πk ◦ dk). So Im(πk ◦ dk) = Vk. On the other hand, if αα′ = 1, the rank of the above matrix is 2. So

dimR(Im(πk ◦ dk)) = 2 dimR(Vk)/4. Moreover, πk ◦ dk(Eij) and πk ◦ dk(iEij) are linearly independent and

span Im(πij ◦ dk).

Note that if αα′ ̸= 1, then ker(πk ◦ dk) = {0} by Lemma 2.1. Suppose αα′ = 1. Recall that we assume

l ≤ m. Fix 1 ≤ k ≤ l +m− 1. Suppose i+ j = k + 1. Let

Ai = Eij − α′E′
ji ∈ Vk,

and

Bi = i(Eij + α′E′
ji) ∈ Vk.

Then

dk(Ai) = E′
j−1,i − α′Ei−1,j ,
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and

dk(Bi) = −i(E′
j−1,i + α′Ei−1,j).

Clearly, πk ◦dk(Ai) = πk ◦dk(Bi) = 0. In other words, Ai, Bi ∈ ker(πk ◦dk). Recall that πk ◦dk(Eij) = Eij+

α′E′
ji and πk ◦dk(iEij) = iEij− iα′E′

ji. For fixed i and j, note that the set {Ai, Bi, πk ◦dk(Eij), πk ◦dk(iEij)}
is a basis of Vij over R. Since V (S−∗;C,D) is a direct sum of all Vij , the set

Ωk = {Ai, Bi | max(1, k + 1−m) ≤ i ≤ min(k, l)},

is linearly independent over R. Moreover, since Vij ∩ Ωk = {Ai, Bi} and dimR(Vij) = 4, the cardinality of

Vij ∩ Ωk is dimR(Vij)/2 = 2. Summing over all i, we obtain the cardinality of Ωk to be

dimR(Vk)/2.

By Lemma 2.1,

dimR(ker(πk ◦ dk)) = dimR(Vk)− dimR(Im(πk ◦ dk))
= dimR(Vk)/2.

Hence, Ωk is a basis of ker(πk ◦dk) over R. From the form of the matrices d(Ai) = dk(Ai) and d(Bi) = dk(Bi)

and the linear independence of {Eij , E
′
ji | i+ j = k} ⊆ Vk−1 over R, we see that

Ψ := d(Ωk)

is a linearly independent subset of Vk−1 over R. The set Ψ also spans d(ker(πk ◦ dk)) over R.

We prove the following lemma.

Lemma 2.2. Let αα′ = 1 and let q be the quotient map

q : Vk−1 −→ Vk−1/ Im(πk−1 ◦ dk−1).

If k ≤ m, then q(Ψ) spans Vk−1/ Im(πk−1 ◦ dk−1) over R. If k > m, then q(Ψ) is linearly independent over

R.

Proof. Fix k. By Lemma 2.1,

Im(πk−1 ◦ dk−1) = SpanR{Eij + α′E′
ji, i(Eij − α′E′

ji) | i+ j = k}.

This implies that q(Eij) = q(−α′E′
ji) and q(iEij) = q(iα′E′

ji) for each pair i, j such that i + j = k. For

a ∈ C, it follows that q(aEij) = q(−aα′E′
ji). Let A =

∑
i+j=k+1 aiEi,j−1+a′iE

′
j−1,i ∈ Vk−1 where ai, a

′
i ∈ C.

Then

q(A) = q

 ∑
i+j=k+1

(−āiα
′ + a′i)E

′
j−1,i

 .

Thus, the quotients q(
∑

i+j=k+1 aiE
′
j−1,i), with ai ∈ C, represent all the elements of Im(q).

Let Ai = Eij − α′E′
ji, Bi = i(Eij + α′E′

ji) ∈ Ωk where max(1, k + 1−m) ≤ i ≤ min(k, l) and j = j(i) =

k + 1− i. Then

q ◦ d(Ai) = q(E′
j−1,i − α′Ei−1,j)

= q(E′
j−1,i −ℜ(α′)Ei−1,j −ℑ(α′)iEi−1,j)

= q(E′
j−1,i + ℜ(α′)α′E′

j,i−1 −ℑ(α′)iα′E′
j,i−1)

= q(E′
j−1,i + (α′)2E′

j,i−1),
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and likewise,

q ◦ d(Bi) = q(−i(E′
j−1,i + (α′)2E′

j,i−1)).

Suppose k ≤ m. In this case, 1 ≤ i ≤ min(k, l). We prove, by induction on i, that

{q(E′
k−i,i), q(iE

′
k−i,i)} ⊂ SpanR q(Ψ).

For the base case,

q ◦ d(A1) = q(E′
k−1,1),

and

q ◦ d(B1) = q(−iE′
k−1,1),

since E′
k,0 = 0. Hence, q(Ψ) contains q(E′

k−1,1) and q(iE′
k−1,1). The rest of the induction follows from the

fact that E′
j,i−1 in the expressions for q ◦ d(Ai) and q ◦ d(Bi) above can be written as E′

k−(i−1),i−1. Hence,

q(Ψ) spans the quotients q(
∑

i+j=k+1 aiE
′
j−1,i) over R. Thus, q(Ψ) spans Im(q) over R.

Finally, we consider the case m < k. By the same argument above, we see that

q(Ψ) ∪ {q(E′
j−1,1), q(iE

′
j−1,1)},

spans q(Vk−1) over R. The cardinality of q(Ψ)∪{q(E′
j−1,1), q(iE

′
j−1,1)} is equal to |Ωk|+2 = 2(l−k+m+1).

Moreover,

dimR q(Vk−1) = dimR Vk−1 − dimR Im(πk−1 ◦ dk−1)

=
1

2
dimR Vk−1

= 2(l − k +m+ 1).

Therefore, q(Ψ) ∪ {q(E′
j−1,1), q(iE

′
j−1,1)} is a basis of q(Vk−1) over R. Thus, q(Ψ) is linearly independent

over R.

Lemma 2.3. Let αα′ = 1 and k < l. Then V≤k−1 ⊂ Im(d≤k).

Proof. We prove this by induction on k. Clearly, the lemma holds when k = 1 as V≤0 = 0. Suppose that

V≤k−2 ⊂ Im(d≤k−1) holds for 1 < k < l. We show that V≤k−1 ⊂ Im(d≤k). By using the inductive hypothesis

and the fact that V≤k−1 = V≤k−2 ⊕ Vk−1, it is sufficient to show that Vk−1 ⊂ Im(d≤k). By Lemma 2.2,

Ψ ∪ Im(πk−1 ◦ dk−1) spans Vk−1 over R since k < l ≤ m. From Ψ ⊂ Im(dk) and the induction hypothesis,

we have

Ψ ∪ Im(πk−1 ◦ dk−1) ⊂ Im(dk) + Im(πk−1 ◦ dk−1)

⊂ Im(dk) + Im(dk−1) + V≤k−2

⊂ Im(dk) + Im(d≤k−1)

⊂ Im(d≤k).

In other words, the linear space Im(d≤k) contains a basis of Vk−1 over R. Therefore, Vk−1 ⊂ Im(d≤k).

Lemma 2.4. The real dimension of ker(d≤l+m−1) is given by

dimR(ker(d≤l+m−1)) =

{
2min(l,m) if αα′ = 1,

0 otherwise.
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Proof. Let 1 ≤ k ≤ l +m− 1. First, we assume αα′ ̸= 1. By Lemma 2.1,

Im(πk ◦ dk) = Vk.

By induction on k, we show Im(d≤k) = V≤k. For k = 1, we have Im(d≤1) = Im(π1 ◦ d1) = V1 = V≤1.

Suppose k ≥ 1 is such that Im(d≤k) = V≤k. Then

Im(d≤k+1) = Im(dk+1)⊕ Im(d≤k)

= Im(πk+1 ◦ dk+1)⊕ Im(d≤k)

= Vk+1 ⊕ V≤k = V≤k+1.

In particular, Im(d≤l+m−1) = V≤l+m−1. Thus, dimR(ker(d≤l+m−1)) = 0.

Now, we suppose that αα′ = 1. Recall that we assume l ≤ m. Note that the subspaces ker(d≤k) satisfy

ker(d≤1) ⊆ ker(d≤2) ⊆ · · · ⊆ ker(d≤l+m−1).

To prove the lemma, we claim that

dimR(ker(d≤k)/ ker(d<k)) =

{
2 if k ≤ l,

0 otherwise.

Using the above formula, we get

dimR(ker(d≤l+m−1)) = 2l.

Recall that Ψ = d(Ωk) spans d(ker(πk ◦ dk)). Moreover, dimR(ker(πk ◦ dk)) = dimR (Vk) /2. As such,

dimR(SpanR(Ψ)) =
1

2
dimR(Vk).

By Lemma 2.1,

dimR(Im(πk−1 ◦ dk−1)) =
1

2
dimR(Vk−1).

By Lemma 2.2, the sum SpanR(Ψ) + Im(πk−1 ◦ dk−1) is the full space Vk−1 if k ≤ m. On the other hand,

from the proof of the same lemma, we have dimR(SpanR(Ψ) + Im(πk−1 ◦ dk−1)) = dimR Vk−1 − 2 if k > m.

Since

dimR(W1 +W2) = dimR(W1) + dimR(W2)− dimR(W1 ∩W2),

where W1 = SpanR(Ψ) and W2 = Im(πk−1 ◦ dk−1), we obtain

dimR(W1 ∩W2) =

{
1
2 (dimR(Vk)− dimR(Vk−1)) if k ≤ m,
1
2 (dimR(Vk)− dimR(Vk−1)) + 2 if k > m.

Using the explicit formula for dimR(Vk), we obtain

dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)) =

{
2 if k ≤ l,

0 if l < k.

Next, we show that

dimR(ker(d≤k)/ ker(d<k)) = dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)).
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First, we exhibit that SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1) contains d ◦ πk(ker(d≤k)). Suppose A ∈ ker(d≤k). Let

A = X + Y where X ∈ V≤k−1 and Y ∈ Vk. Then,

d ◦ πk(A) = d(πk(X)) + d(πk(Y ))

= d(πk(Y ))

= d(Y ).

Since d(A) = 0, then d(Y ) = −d(X) ∈ V≤k−1. So πk ◦ dk(Y ) = −πk ◦ d(X) = 0, i.e. Y ∈ ker(πk ◦ dk).

This implies that d ◦ πk(A) = d(Y ) ∈ SpanR(Ψ). Moreover, d ◦ πk(A) ∈ Vk−1 ⊕ Vk since Y ∈ Vk. Likewise,

d◦πk(A) = −d(X) implies that d◦πk(A) ∈ V≤k−1. Since (Vk−1⊕Vk)∩V≤k−1 = Vk−1, then d◦πk(A) ∈ Vk−1.

Consequently, d ◦ πk(A) = −πk−1 ◦ d(X). Now, we can write X = πk−1(X) + X ′ where X ′ is in V≤k−2

because X ∈ V≤k−1. Since the map d is closed on V≤k−2, i.e., the image of d|V≤k−2
is inside V≤k−2, we have

πk−1 ◦ d(X) = πk−1 ◦ d(πk−1(X)) + πk−1 ◦ d(X ′)

= πk−1 ◦ d(πk−1(X))

= πk−1 ◦ dk−1(πk−1(X)).

This implies that d ◦ πk(A) ∈ Im(πk−1 ◦ dk−1). Therefore, we get

d ◦ πk(A) ∈ SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1).

Define ∆ : ker(d ≤ k) −→ SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1) to be the restriction of the map d ◦ πk on

ker(d ≤ k). Note that there is an embedding

ker(d ≤ k)/ ker(∆) ↪→ SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1).

We claim that ker(∆) = ker(d<k) to conclude that

dimR(ker(d≤k)/ ker(d<k)) ≤ dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)).

Indeed, since Ωk and Ψ = d(Ωk) are both linearly independent over R and |Ωk| = |Ψ|, we have

dimR(SpanR(Ωk)) = dimR(SpanR(d(Ωk))).

This implies that d : SpanR(Ωk) −→ SpanR(d(Ωk)) is an injective linear map. Moreover,

ker(dk) ⊆ ker(πk ◦ dk) = SpanR(Ωk).

Thus, ker(dk) = 0. Consequently,

ker(∆) = ker(d<k)⊕ ker(dk)

= ker(d<k).

Recall that, if l < k, then dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)) = 0. Hence, if l < k, then

dimR(ker(d≤k)/ ker(d<k)) = 0.

Suppose k ≤ l. We show that the map ∆ is surjective. Let A ∈ SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1). Then

A = d(
∑

i aiAi + biBi) where ai, bi ∈ R and Ai, Bi ∈ Ωk.
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Moreover, there exists A′ ∈ Vk−1 such that A = πk−1 ◦d(A′). Let Ã =
∑

i aiAi+ biBi−A′ ∈ V≤k. Then

d(Ã) = A− d(A′) ∈ V≤k−1. Since the projection of d(A′) onto Vk−1 is A, then necessarily d(Ã) ∈ V≤k−2.

By Lemma 2.3, we have V≤k−2 ⊂ Im(d≤k−1) for all k ≤ l. So, there exists Â ∈ V≤k−1 such that

d(Ã) = d(Â). Thus, Ã− Â ∈ ker(d≤k) but Ã− Â /∈ ker(d<k) because πk(Ã− Â) =
∑

i aiAi + biBi. In other

words, we obtain an element of ker(d≤k) whose image via the map d ◦ πk is A = d(
∑

i aiAi + biBi). This

means that ∆ is surjective. Thus,

dimR(ker(d≤k)/ ker(d<k)) ≥ dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)).

Therefore, if k ≤ l, we have

dimR(ker(d≤k)/ ker(d<k)) = dimR(SpanR(Ψ) ∩ Im(πk−1 ◦ dk−1)) = 2.

Lemma 2.5. Let S ∈ GLn(C). Let C = {v1, . . . , vl} and D = {u1, . . . , um} be Jordan chains of SS−∗

associated with the eigenvalues α and α′, respectively. Assume that C ∪D is linearly independent. Then

dimR(uS ∩ V(S−∗;C,D)) =

{
2min(l,m) if αα′ = 1,

0 otherwise.

Proof. Recall that

V(S−∗;C,D) =

l+m−1∑
k=1

Vk = V≤l+m−1.

Thus,

ker(d≤l+m−1) = uS ∩ V(S−∗;C,D).

Therefore,

dimR(ker(d≤l+m−1)) = dimR(uS ∩ V(S−∗;C,D)).

The conclusion follows from Lemma 2.4.

2.2. CASE 2: Same Jordan block. Let S ∈ GLn(C). Let C = {v1, . . . , vl} be a Jordan chain of

SS−∗ associated with the eigenvalue α of SS−∗. For 1 ≤ i < l, we have

SS−∗vi+1 = αvi+1 + vi,

and

SS−∗v1 = αv1.

For 1 ≤ i, j ≤ l, define

Eij = vi(S
−∗vj)

∗

and set

V(S−∗;C,C) =
∑

1≤i,j≤l

CEij .

For 1 ≤ k ≤ 2l − 1, define Vk =
∑

i+j=k+1 CEij . Note that

dimR(Vk) =

{
2k if k ≤ l,

4l − 2k if l < k.
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Define the maps d, dk, and πk as in Section 2.1. If i+ j = k + 1, then

πk ◦ dk(Eij) = Eij + αEji,

πk ◦ dk(iEij) = iEij − iαEji.

Analogous to Lemma 2.1, if αα ̸= 1, then Im(πk ◦ dk) = Vk. If αα = 1, observe that[
Eji + αEij

i(Eji − αEij)

]
=

[
ℜ(α) ℑ(α)
ℑ(α) −ℜ(α)

] [
Eij + αEji

i(Eij − αEji)

]
.

Therefore, Im(πk ◦ dk) is spanned over R by the set

{Eij + αEji, i(Eij − αEji) | i ≤ j, i+ j = k + 1}.

In particular,

dimR(Im(πk ◦ dk)) =

dimR(Vk) if αα ̸= 1,
1

2
dimR(Vk) if αα = 1.

Assume αα = 1. Fix 1 ≤ k ≤ 2l − 1 and suppose i+ j = k + 1, where 1 ≤ i, j ≤ l. Let

Ai = Eij − αEji,

and

Bi = i(Eij + αEji).

Then

d(Ai) = Ej−1,i − αEi−1,j ,

and

d(Bi) = −i(Ej−1,i + αEi−1,j).

Hence, Ai, Bi ∈ ker(πk ◦dk). If k is odd, then {A k+1
2
, B k+1

2
} is linearly dependent over R. The set Ω̃k defined

below is a basis of ker(πk ◦ dk) over R:

Ω̃k = {Ai, Bi | max(1, k + 1− l) ≤ i < (k + 1)/2}

∪


∅ if k is even,

{B k+1
2
} if α = 1 and k is odd,

{A k+1
2
} if α ̸= 1 and k is odd.

The set Ψ̃ = d(Ω̃k) is contained in Vk−1 and it spans d(ker(πk ◦ dk)) over R.

Lemma 2.6. Let αα = 1 and let q be the quotient map

q : Vk−1 −→ Vk−1/ Im(πk−1 ◦ dk−1).

If k ≤ l, then q(Ψ̃) spans Vk−1/ Im(πk−1 ◦ dk−1) over R. If k > l, then q(Ψ̃) is linearly independent over R.
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Proof. We consider the quotient map q : Vk−1 → Vk−1/ Im(πk−1 ◦ dk−1). The image set Im(q) is

represented by the quotients q(
∑

i≤ k
2 ,i+j=k+1 biEj−1,i), where bi ∈ C. Indeed, recall that Im(πk−1 ◦ dk−1) is

spanned over R by the set

{Eij + αEji, i(Eij − αEji) | i ≤ j, i+ j = k}.

It follows that

q(Eij) = q(−αEji),

and

q(iEij) = q(iαEji),

for each pair i, j such that i + j = k and i ≤ j. Moreover, for such a pair, q(aEij) = q(−aαEji) if a ∈ C.
Set E k

2 ,
k
2
= 0 if k is odd. Let A =

∑
i+j=k aiEij =

∑
1≤i≤k−1 aiEij ∈ Vk−1 where ai ∈ C. Then

q(A) =
∑
i< k

2

q(aiEij) + q(a k
2
E k

2 ,
k
2
) +

∑
i> k

2

q(aiEij).

Since i+ j = k , then i < k
2 implies j > k

2 . We have

q(A) =
∑
j> k

2

(−aiαEji) + q(a k
2
E k

2 ,
k
2
) +

∑
i> k

2

q(aiEij)

=
∑
j> k

2

q ((−āiα+ aj)Eji) + q(a k
2
E k

2 ,
k
2
).

By re-indexing,

q(A) =
∑

i≤ k
2 ,i+j=k+1

q (biEj−1,i) ,

for some bi ∈ C where the sum runs over max(1, k + 1− l) ≤ i ≤ min(k, l).

Now, for Ai, Bi ∈ Ω̃k, we have

q ◦ d(Ai) = q(Ej−1,i + α2Ej,i−1),

q ◦ d(Bi) = q(−i(Ej−1,i + α2Ej,i−1)).

The rest of the proof follows as in Lemma 2.2.

Let αα = 1. We apply the same argument used in Lemma 2.4. Note that the cardinality of Ω̃k is given

by

|Ω̃k| =

{
k if k ≤ l,

2l − k if k > l.

Using this, we can show that

dimR(SpanR Ψ̃) =
1

2
dimR Vk.

By Lemma 2.6, if k ≤ l, then

dimR(SpanR(Ψ̃) ∩ Im(πk−1 ◦ dk−1)) =
1

2
dimR(Vk)−

1

2
dimR(Vk−1) = 1.
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Moreover, if k > l, then

SpanR(Ψ̃) ∩ Im(πk−1 ◦ dk−1) = {0}.

So

dimR(d(ker(πk ◦ dk)) ∩ Im(πk−1 ◦ dk−1)) = 0.

To summarize, we have

dimR(d(ker(πk ◦ dk)) ∩ Im(πk−1 ◦ dk−1)) =

{
1 if k ≤ l,

0 if l < k,

and consequently,

dimR(ker(d≤k)/ ker(d<k)) =

{
1 if k ≤ l,

0 otherwise.

Hence, we obtain the following as an analogue of Lemma 2.4.

Lemma 2.7. The real dimension of ker(d≤2l−1) is given by

dimR(ker(d≤2l−1)) =

{
l if αα = 1,

0 otherwise.

Thus, we have the following result parallel to Lemma 2.5.

Lemma 2.8. Let S ∈ GLn(C). Let C = {v1, . . . , vl} be a Jordan chain of SS−∗ associated with the

eigenvalue α of SS−∗. Then

dimR(uS ∩ V(S−∗;C,C)) =

{
l if αα = 1,

0 otherwise.

Combining Lemmas 2.5 and 2.8 yields Theorem 1.1. Indeed, let C be a set of Jordan chains of SS−∗

such that

i. for each eigenvalue β of SS−∗ and m ∈ N, there are mult(SS−∗;β,m) Jordan chains in C of length

m and associated with β; and

ii. the union of the Jordan chains in C is linearly independent over C.

Then C yields a basis of Cn over C. For C,D ∈ C , we have

V(S−∗;C,D) = V(S−∗;D,C)

= SpanR({u(S−∗v)∗ | (u, v) ∈ (C ×D) ∪ (D × C)}.

Let C (2) be the set of all subsets of C with size 2. Thus,

Mn(C) =
⊕

C,D∈C

SpanR({u(S−∗v)∗ | u ∈ C, v ∈ D})

=
⊕

{C,D}∈C (2)

V(S−∗;C,D)⊕
⊕
C∈C

V(S−∗;C,C).
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Recall that ker(d) = uS and that V(S−∗;C,D) is closed under the linear map d for C,D ∈ C . Thus,

uS = uS ∩

 ⊕
{C,D}∈C (2)

V(S−∗;C,D)⊕
⊕
C∈C

V(S−∗;C,C)


=

⊕
{C,D}∈C (2)

(uS ∩ V(S−∗;C,D))⊕
⊕
C∈C

(uS ∩ V(S−∗;C,C)).

Hence,

dimR(uS) =
∑

{C,D}∈C (2)

dimR(uS ∩ V(S−∗;C,D)) +
∑
C∈C

dimR(uS ∩ V(S−∗;C,C)).

For a chain C ∈ C , let l(C) be its length and let α(C) be the eigenvalue associated with it. We have

dimR(uS) =
∑

{C,D}∈C (2)

α(C)α(D)=1

2min(l(C), l(D)) +
∑
C∈C

α(C)α(C)=1

l(C)

=
∑

C,D∈C

α(C)α(D)=1

min(l(C), l(D)).

Finally, counting the Jordan chains in the sum above, we obtain

dimR(uS) =

n∑
m,l=1

∑
β∈Λ

min(l,m)mult(SS−∗;β, l)mult(SS−∗;β
−1

,m).
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