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SPECTRAL THEORY FOR SELF-ADJOINT QUADRATIC EIGENVALUE PROBLEMS –

A REVIEW∗

PETER LANCASTER† AND ION ZABALLA‡

Abstract. Many physical problems require the spectral analysis of quadratic matrix polynomials Mλ2+Dλ+K, λ ∈ C, with

n×n Hermitian matrix coefficients, M, D, K. In this largely expository paper, we present and discuss canonical forms for these

polynomials under the action of both congruence and similarity transformations of a linearization and also λ-dependent unitary

similarity transformations of the polynomial itself. Canonical structures for these processes are clarified, with no restrictions on

eigenvalue multiplicities. Thus, we bring together two lines of attack: (a) analytic via direct reduction of the n×n system itself

by λ-dependent unitary similarity and (b) algebraic via reduction of 2n × 2n symmetric linearizations of the system by either

congruence (Section 4) or similarity (Sections 5 and 6) transformations which are independent of the parameter λ. Some new

results are brought to light in the process. Complete descriptions of associated canonical structures (over R and over C) are

provided – including the two cases of real symmetric coefficients and complex Hermitian coefficients. These canonical structures

include the so-called sign characteristic. This notion appears in the literature with different meanings depending on the choice

of canonical form. These sign characteristics are studied here and connections between them are clarified. In particular, we

consider which of the linearizations reproduce the (intrinsic) signs associated with the analytic (Rellich) theory (Sections 7

and 9).

Key words. Matrix polynomials, Canonical forms, Linearizations, Eigenvalue functions, Sign characteristic, Elementary

divisors.
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1. Introduction. Let F = R or C, the fields of real or complex numbers, respectively. We consider

quadratic matrix polynomials P over F with real symmetric or complex Hermitian matrix coefficients,

M,D,K ∈ Fn×n (the linear space of n × n matrices over F). Thus,

(1) P (λ) ∶=Mλ2 +Dλ +K, λ ∈ C,

and, on occasion, we will refer to P (λ) as a quadratic, Hermitian system.

In applications, it is frequently the case that M is positive definite, but this property is often “at risk”

(if linearly dependent coordinates are chosen in a finite element scheme, for example) and so, wherever

possible, we prefer to work in the more general context of possibly singular leading coefficient. It will be

assumed throughout that P (λ) is a regular matrix polynomial; that is, detP (λ) is not identically zero.

The spectrum of P (the set of eigenvalues of P ) is defined by

(2) σ(P ) ∶= {λ ∈ C ∶ detP (λ) = 0},

∗Received by the editors on April 16, 2020. Accepted for publication on February 22, 2021. Handling Editor: Froilán Dopico.

Corresponding Author: Ion Zaballa. P. Lancaster was supported in part by the Natural Sciences and Engineering Research

Council of Canada. I. Zaballa was supported by ‘Ministerio de Ciencia, Innovación y Universidades’ of Spain and ‘Fondo Europeo

de Desarrollo Regional (FEDER)’ of EU through grants MTM2017-83624-P and MTM2017-90682-REDT, and by UPV/EHU

through grant GIU16/42.
†Department of Mathematics and Statistics, University of Calgary, Calgary, Alberta, AB T2N 1N4, Canada (lancaste@

ucalgary.ca).
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and recall that the location of the spectrum relative to the real and imaginary axes of the complex plane

frequently determines important physical properties of the system.

Linearizations play a central role when developing the spectral theory of matrix polynomials (see, for

example, [5]). Following, for instance, [6] (Section 7.2) and [15], a linearization of P (λ) is defined to be a

linear pencil L(λ) ∶= λX + Y, X,Y ∈ F2n×2n for which

(3) E(λ)L(λ)F (λ) = [
P (λ) 0

0 In
] ,

for some 2n×2n unimodular matrix polynomials E(λ), F (λ) (i.e. with constant, nonzero determinant). Then

the matrix functions L(λ) and [
P (λ) 0
0 In

] are said to be equivalent and, what is important for us, σ(L) = σ(P ).

In the spectral theory developed in [6], M is assumed to be the identity matrix, but the whole theory

also applies if M is nonsingular ([5] or Chapter 12 of [7]). In all these references, the theory is mostly confined

to complex matrix polynomials (see also [14] for the real case). In contrast, for real symmetric or complex

Hermitian linear pencils, singular leading coefficients are admitted if we apply the analysis of [12] and [13].

When M is nonsingular, the companion matrix of P (λ) is defined to be

(4) CP ∶= [
0 In

−M−1K −M−1D
] ,

the Jordan canonical form for P (λ) is defined to be that of CP , and Inλ − CP is a linearization of P (λ).

However, in computational practice, it is frequently the case that M is singular (as in [1]) – or is ‘dangerously

close’ to a singular matrix – and the more general notion of strong linearization is required.

Definition 1. A linearization L(λ), as in (3), is said to be a strong linearization of P (λ) if the reverse

linear pencil, revL(λ) ∶= λY +X, is a linearization of the reverse polynomial:

revP (λ) ∶=M +Dλ +Kλ2.

Also, P (λ) is said to have infinity as an eigenvalue (or that ∞ is an eigenvalue of P (λ)) if 0 is an eigenvalue

of revP (λ).

Notice that when M is nonsingular all linearizations are strong. The reason is that in this case the

eigenvalues of P (λ) and revP (λ) (and their linearizations) are the reciprocals of each other.

Whether M is singular or nonsingular (and P (λ) is regular), the linear pencil

(5) λ [
M 0

0 −K
] + [

D K

K 0
] ,

preserves symmetry and provides a strong linearization if and only if detK ≠ 0. Indeed, this pencil is a

member of a family of strong Hermitian linearizations of P (λ). It is shown in [8, Sec. 3] (see also Table 1 of

[15]) that, for real parameters a1, a2 ∈ R, not both zero, with −a2
a1

∉ σ(P ), every pencil of the form

(6) L(λ) ∶= λ [
a1M a2M

a2M a2D − a1K
] + [

a1D − a2M a1K

a1K a2K
] ,

is either a real symmetric, or a complex Hermitian, strong linearization of P (λ).
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In particular, the pencil (5) is obtained with a1 = 1, a2 = 0, in which case the condition −a2
a1

= 0 ∉ σ(P ) is

equivalent to detK ≠ 0. Observe also that the choice a1 = 0, a2 = 1 determines a real symmetric or complex

Hermitian linearization when infinity is not an eigenvalue of P (λ); that is, when detM ≠ 0.

The family of linearizations (6) will play a key role in this paper and so a specific notation will be used

for them according as P (λ) is real symmetric or (more generally) complex Hermitian:

(i) If M,D,K are symmetric matrices in Rn×n and a1, a2 ∈ R then

(7) AR ∶= [
a1M a2M

a2M a2D − a1K
] , BR ∶= [

a1D − a2M a1K

a1K a2K
] .

(ii) If M,D,K are Hermitian matrices in Cn×n and a1, a2 ∈ R then

(8) AC ∶= [
a1M a2M

a2M a2D − a1K
] , BC ∶= [

a1D − a2M a1K

a1K a2K
] .

Assuming that a1 and a2 are not both zero and −a2
a1

/∈ σ(P ), λAR + BR or λAC + BC are strong

linearizations of P (λ) according as F = R or C. Then, taking into account (3), P (λ) is regular if and only if

λAR +BR (or λAC +BC , resp.) is regular.

The important role played by these linearizations is apparent from (3) and the easily verified relation

that will be important in Sections 8 and 9: For any λ ∈ C

(9) (λAC +BC) [
λIn
In

] = [
a1In
a2In

]P (λ),

(and similarly for λAR +BR).

More generally, a computation shows that if a1 ≠ 0 or a2 ≠ 0 and −a2
a1

/∈ σ(P ) then, for any pair of

matrices Y1, Y2 ∈ Cn×n for which λY2 −Y1 is unimodular, there are linear pencils X1(λ) and X2(λ) such that

(10) F (λ) ∶= [ λIn Y1

In Y2
], E(λ) ∶= [

a1In X1(λ)
a2In X2(λ)

],

are unimodular, and

(11) (λAC +BC)F (λ) = E(λ) [
P (λ) 0

0 In
] .

This confirms that, if −a2
a1

/∈ σ(P ), then λAC +BC is a linearization of P (λ), and similarly for λAR +BR.

To be precise, in the definition of E(λ) in (10), we have linear pencils:

X1(λ) = λM(a1Y1 + a2Y2) + a1DY1 + (a1KY2 − a2MY1),

X2(λ) = λ{a2DY2 − (a1KY2 − a2MY1)} +K(a1Y1 + a2Y2).

And E(λ) is unimodular if and only if λY2 − Y1 is unimodular and −a2
a1

/∈ σ(P ) (provided that a1 ≠ 0 or

a2 ≠ 0).

1.1. Canonical forms. The spectral theory of real symmetric or complex Hermitian quadratic matrix

polynomials is developed in the literature mostly through canonical forms of their linearizations. This is
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what we call the algebraic approach. In this approach, there are three interconnected ways of using the

linearizations of a given quadratic system with the common goal of reducing them to canonical form by,

either, congruence or similarity transformations which are independent of λ.

The first method consists of reducing the pencil λAC +BC , or λAR+BR, by congruence transformations.

This method is based on the theory of canonical forms for linear pencils which can be found, for example,

in [12, 13]. It will be reviewed in Section 4.

The second method uses the notion of self-adjoint standard triples as defined in [14]. These triples can be

reduced by similarity to self-adjoint Jordan triples which provide complete spectral information, including

Jordan chains, concerning the given real symmetric or complex Hermitian quadratic systems. In this method,

the condition detM ≠ 0 will be required and is discussed in Section 5.

The third method to study the spectral properties of P (λ) of (1) is to apply unitary similarity to pairs

of matrices (T,H), where T is a linearization of P (λ) and H is an invertible Hermitian (symmetric in the

real case) matrix for which T is H-self-adjoint. This theory also requires M nonsingular, and it is reviewed

in Section 6.

Another way to study the spectral properties of real symmetric or complex Hermitian quadratic systems

is through what we call the analytic approach. This is based on the important Rellich theorem (Theorem

2 below), which uses direct reduction of P (λ) itself by λ-dependent unitary similarity. This is developed in

Sections 2 and 3.

All of the lines of attack (both algebraic and analytic) reveal important properties of the spectrum

of P (λ). However, reduction by congruence may have the advantages that symmetries of the system are

preserved, and a singular leading coefficient may be admissible. In reduction by similarity transformations

some symmetries are lost and invertibility of M will be required.

Connections among all these theories are scattered in the literature (including [6, 7] and [14]). One of

the main goals of this paper is to bring them together and clarify their connections.

In all cases the notion of a sign characteristic associated with the real eigenvalues appears as an invari-

ant for the considered transformation. A thorough analysis of the sign characteristic of Hermitian matrix

polynomials was carried out in [16] where applications in Control and Perturbation theory are discussed in

Section 1(see also [2]). It is important to note that, as pointed out in [16], the “sign characteristics” attached

to real eigenvalues in different canonical forms may not coincide.

Connections between the sign characteristics appearing in the different canonical forms will be analyzed.

This topic is strongly related to the problem of characterizing the strong linearizations of P (λ) which preserve

the sign characteristic. This question was tackled in [3] (see also [2]). In most cases, including these references,

the adopted definition of sign characteristic is basis-dependent and this is the reason why canonical forms

with different sign characteristics appear in the literature. One of the goals of this paper is to clarify this

matter by referring the reader to the only sign characteristic which is basis-free: that derived from Rellich’s

theorem.

The connection among all analyzed sign characteristics will be clarified in Section 7. The relationship

between the eigenvalue functions of quadratic systems and their linearizations of (6) will be investigated in

Section 8 where some interlacing inequalities will be disclosed. Section 9 provides, for any given real sym-

metric or complex Hermitian quadratic matrix polynomial (with possibly singular leading coefficient) strong
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linearizations preserving both the symmetry and the sign characteristic, including that of the eigenvalue at

infinity. In fact, a characterization of the strong linearizations of (6) which preserve the sign characteristic

of such quadratic systems will be given. To our knowledge, these are new result that could serve as a basis

for future investigation. When possible, our main results are illustrated with examples and graphics.

A word on notation: we aim to develop the theory for both real symmetric and complex Hermitian

systems simultaneously. In order to simplify the notation, unless we must specify that the underlying field

is R or C, we will call a matrix Hermitian when it is either complex Hermitian (F = C) or real symmetric

(F = R). So, A ∈ Fn×n will be an Hermitian matrix if A = A∗ meaning that aij = aji when F = C, and

aij = aji when F = R. Also, we will say that P (λ) is a quadratic Hermitian system if its coefficient matrices

are Hermitian.

Most results in this paper hold for arbitrary matrix polynomials of any degree with real symmetric or

complex Hermitian coefficients. However, quadratic systems arise most frequently and they are worthy of

special attention.

2. Parameter dependent unitary similarity and equivalence. An informative geometric perspec-

tive on many problems in this context is obtained if we recall that, when M,D, and K are Hermitian, P (λ)

of (1) is an Hermitian matrix-valued function of λ ∈ R. This is the approach taken in this section where the

developments of [16] and [5, 6] or [7] are adapted to quadratic matrix polynomials. The starting point is a

theorem of Rellich [17], which will be presented in a general form following [4], and will then be applied to

Hermitian quadratic matrix polynomials.

We adopt some conventions of [4]:

(a) A set Ω ⊂ C is said to be a domain if it is nonempty, open, and connected.

(b) For a domain Ω ⊂ C, H(Ω) denotes the ring of functions f defined on Ω such that, for each ζ ∈ Ω,

there is an open neighborhood Vζ of ζ on which f is analytic. Also, H(Ω)m×n will denote the set of

m × n matrices with elements in Ω.

(c) If Ω = {ζ} then Hζ stands for H({ζ}).

(d) A domain Ω ⊂ C is said to be R-symmetric if Ω = Ω where Ω = {z ∈ C ∶ z ∈ Ω}.

Assume that Ω ⊂ C is R-symmetric. Analytic matrix functions A(z), U(z) ∈ H(Ω)n×n are said to be

Hermitian analytic on Ω and unitary analytic on Ω, respectively, if

A(z) = A(z)∗, U(z)−1 = U(z)∗, for all z ∈ Ω.

Note that if Ω is R-symmetric, f ∈H(Ω) and g(z) = f(z) for all z ∈ Ω then g ∈H(Ω).

Theorem 2 (Rellich’s Theorem: [17], [4, Theorem 4.17.2]). Let Ω ⊂ C be an R-symmetric domain, let

A(z) ∈ H(Ω)n×n be an Hermitian analytic matrix function on Ω, and let J be a real open interval in Ω.

Then there exists an R-symmetric domain Ω1 such that J ⊂ Ω1 ⊂ Ω and the following properties hold:

1. The characteristic polynomial of A(z) “splits” in H(Ω1). That is, for any µ ∈ C, z ∈ Ω1

det(µIn −A(z)) =
n

∏
i=1

(µ − µi(z)),

where µ1(z), . . . , µn(z) ∈H(Ω1).

2. There exists a unitary analytic matrix function U(z) ∈H(Ω1)
n×n such that, for any z ∈ Ω1,

(12) A(z) = U(z)Diag[µ1(z), . . . , µn(z)]U(z)∗.
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Theorem 2 says that if A(z) is an Hermitian analytic matrix defined on an R-symmetric domain Ω, then

it admits n eigenvalue functions µ1(z),. . . , µn(z) which are analytic in an R-symmetric subdomain Ω1 ⊂ Ω

with J ⊂ Ω1. These eigenvalue functions are real when z ∈ J because A(z) ∈ Cn×n is Hermitian for each z ∈ J

and µ1(z), . . . , µn(z) are its eigenvalues.

The theorem also implies that, for z ∈ Ω1, there are corresponding (mutually orthogonal) analytic

“eigenvector functions” xj(z) with values in Cn. In fact, if xj(z) is the jth column of U(z), then

(13) A(z)xj(z) = µj(z) xj(z), j = 1,2, . . . , n, z ∈ Ω1,

and the orthogonality conditions hold:

(14) xj(z)
∗xk(z) = δjk, j, k = 1,2, . . . , n, z ∈ Ω1,

where δjk is the Kronecker delta.

More generally, and in contrast with Theorem 2, basic spectral data for matrix functions in H(Ω)

(with or without symmetries) can be revealed by applying equivalence transformations to A(z). In fact, for

any nonempty connected set Ω ⊂ C (not necessarily a domain), H(Ω) is an elementary divisor domain ([4,

Theorem 1.5.3]). Commutative rings of this kind were introduced by Kaplansky in [10] and have the important

property that any possibly rectangular matrix is equivalent to a matrix whose only nonzero elements are in

the first diagonal positions. This “diagonal” matrix is called the Smith normal form of A(z) ([4, Theorem

1.14.1] and [20]).

Specifically, let A(z),B(z) ∈H(Ω)m×n then A(z) and B(z) are said to be equivalent if there are invertible

matrices F1(z) ∈H(Ω)m×m and F2(z) ∈H(Ω)n×n (analytic matrix functions whose determinants are nonzero

on Ω) such that B(z) = F1(z)A(z)F2(z). Then, we have

Theorem 3. Let Ω ⊂ C be a nonempty connected set and A(z) ∈ H(Ω)m×n. Then A(z) is equivalent to

a matrix with the following diagonal form:

(15) D(z) ∶= [
Diag[d1(z), . . . , dρ(z)] 0

0 0
] ,

where ρ = rankA(z) is the (normal) rank of A(z) (i.e., the order of the biggest nonzero minor of A(z)),

di(z) ∈H(Ω) for i = 1, . . . , ρ and di(z)∣di+1(z), for i = 1, . . . , ρ − 1.

The analytic functions d1(z),. . . , dρ(z) are the invariant factors of A(z) and they are uniquely deter-

mined by A(z) up to products by units of H(Ω) (i.e., analytic functions which have no zeros in Ω). The

diagonal matrix function, D(z) of (15), is called the Smith normal form of A(z).

If z0 ∈ Ω then for i = 1, . . . , ρ there is a nonnegative integer mi ≥ 0 such that di(z) = (z − z0)
mici(z) with

ci(z) ∈ H(Ω) and ci(z0) ≠ 0. If mi = 0, then di(z0) ≠ 0 and if mi > 0 then rankA(z0) < ρ and so z0 is an

eigenvalue of A(z) ([16, Section 2])1. In particular, if ρ =m = n, then detA(z) =∏
n
i=1 di(z) up to a product

by a unit of H(Ω), and so detA(z0) = 0 if and only if di(z0) = 0 for some i = 1, . . . , n. The nonnegative

integers 0 ≤ m1 ≤ ⋯ ≤ mn different from 0 are called the partial multiplicities of A(z) for its eigenvalue z0.

For notational simplicity, we will admit zeros as partial multiplicities when needed.

1If Ω is a domain then the set of eigenvalues of A(z) is a countable set in Ω whose accumulation points are on the boundary

of Ω.
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Now, it follows from A(z) ∈ H(Ω)m×n that A(z) ∈ Hm×n
z0 for all z0 ∈ Ω; i.e. A(z) is an analytic matrix

function at z0. The Smith normal form of A(z) ∈ Hm×n
z0 is particularly simple (see [7, Theorem A.6.4] for

example). In fact, if, as above, we write dj(z) = (z − z0)
mjcj(z) with cj(z0) ≠ 0, j = 1, . . . , ρ, then

G(z) ∶= Diag[c1(z), . . . , cρ(z),1, . . .1],

is invertible in Hm×m
z0 . Since A(z) and D(z) are equivalent in Hm×m

z0 , we conclude that

G2(z)
−1D(z) = [

Diag[(z − z0)
m1 , . . . , (z − z0)

mρ] 0

0 0
] ,

is equivalent to A(z) in Hm×n
z0 . Now, the divisibility condition d1(z) ∣ d2(z) ∣ ⋯ ∣ dρ(z) implies 0 ≤m1 ≤ ⋯ ≤

mρ. Hence G2(z)
−1D(z) ∈Hm×n

z0 is a matrix in Smith normal form; it is called the local Smith form of A(z)

at z0. It is completely determined by the rank of A(z) and its partial multiplicities (including zeros) at z0.

When A(z) is an Hermitian analytic matrix function, the partial multiplicities of its eigenvalues can be

obtained from the eigenvalue functions. Specifically, let Ω ⊂ C be an R-symmetric domain and let A(z) ∈

H(Ω)n×n be an Hermitian analytic matrix. According to Rellich’s theorem, there is an R-symmetric domain

Ω1 and a unitary analytic matrix U(z) ∈H(Ω1)
n×n such that (12) holds. If rankA(z) = ρ < n and µ1(z), . . . ,

µn(z) are its eigenvalue functions, we can assume without loss of generality that, for i = 1,2, . . . , ρ, µi(z) is

not the zero function in Ω1 and µi(z) = 0 for i = ρ + 1, . . . , n and all z ∈ Ω1.

Proposition 4. With the above notation, let z0 ∈ Ω1 be an eigenvalue of A(z) ∈ H(Ω)n×n, let ρ =

rankA(z) and let (m1, . . . ,mρ) be the partial multiplicities (including zeros) for the eigenvalue z0. Then

there is a permutation (k1, . . . , kρ) of (1, . . . , ρ) such that

µkj(z) = (z − z0)
mjνkj(z), j = 1, . . . , ρ, νkj(z0) ≠ 0,

and νkj(z) is analytic in a neighbourhood of z0.

Proof. It follows from item 2 of Theorem 2 that, for z ∈ Ω1, A(z) is equivalent to M(z) ∶= Diag[µ1(z), . . . ,

µn(z)] in H(Ω1)
n×n. Write

µj(z) = (z − z0)
sjνj(z), νj(z0) ≠ 0, j = 1 . . . , ρ.

As seen above, G(z) = Diag[ν1(z), . . . , νρ(z),1, . . . ,1] is invertible in Hn×n
z0 and

G(z)−1M(z) = Diag[(z − z0)
s1 , . . . , (z − z0)

sρ ,0, . . . ,0].

Now, there is an n × n permutation matrix P such that

S(z) = PG(z)−1M(z)PT = Diag[(z − z0)
sk1 , . . . , (z − z0)

skρ ,0, . . . ,0],

where sk1 ≤ ⋯ ≤ skρ is the sequence (s1, . . . , sρ) arranged in nondecreasing order. It follows from (z − z0)
sk1 ∣

⋯ ∣ (z − z0)
skρ that S(z) is the local Smith form of A(z) at z0. Hence, skj = mj for j = 1, . . . , ρ and the

Proposition follows.

2.1. The quadratic case. Now we apply the Rellich technique to the Hermitian quadratic matrix

polynomial of (1). Here, attention is confined to the special case λ ∈ R.
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Theorem 5. If M , D, and K of (1) are Hermitian matrices then the following properties hold:

(i) There are n real-valued analytic functions v1(λ), . . . , vn(λ), λ ∈ R, such that

det(µIn − P (λ)) =
n

∏
i=1

(µ − vi(λ)).

(ii) There is an n × n matrix-valued analytic function U(λ) for which U(λ)∗U(λ) = In, and

(16) P (λ) = U(λ)Diag[v1(λ), v2(λ), . . . , vn(λ)]U(λ)∗, λ ∈ R.

(iii) If λ1 < λ2 < ⋯ < λr are the real eigenvalues of P (λ) (if any) and for 1 ≤ j ≤ r, mj1 ≤ ⋯ ≤ mjgj

are the partial multiplicities of the eigenvalue λj, then there are gj eigenvalue functions vi1(λ), . . . ,

vigj (λ) such that for k = 1, . . . gj and j = 1, . . . , r

(17) vik(λ) = (λ − λj)
mjkνjik(λ), νjik(λj) ≠ 0, λ ∈ R.

Proof. Since M , D and K are n×n Hermitian matrices, P (λ) =Mλ2 +Dλ+K is an Hermitian analytic

matrix for λ ∈ R. More generally, we will prove properties (i) and (ii) for any matrix A(λ) ∈H(J)n×n which

is Hermitian analytic in an open interval J ⊆ R. In fact, for such a matrix we have A(λ)∗ = A(λ) for λ ∈ J

and for each λ0 ∈ J there is an open ball Bλ0 ⊂ C with A(z) analytic for all z ∈ Bλ0 . Let Ω = ∪λ0∈JBλ0 . Then

Ω is open, connected, R-symmetric, J ⊂ Ω and A(z),A(z)∗ ∈H(Ω)n×n .

Now let us show that A(z) = A(z)∗; i.e. A(z) is Hermitian analytic in Ω. For 1 ≤ i ≤ j ≤ n let bij(z) =

aij(z) − aji(z), z ∈ Ω. Then, bij(z) is an analytic function in Ω and so ([18, Theorem 10.18]) its set of zeros

is either Ω or a countable set with no limit point in Ω. Since bij(z) = 0 for all z ∈ J , we must have bij(z) = 0

for all z ∈ Ω as claimed.

Properties (i) and (ii) for A(λ) follow at once from Theorem 2. Also, if λj is a real eigenvalues of A(λ)

and m1 ≤ ⋯ ≤mg are its partial multiplicities, then by Proposition 4, there are g eigenvalue functions vi1(λ),

. . . , vig(λ) such that for k = 1, . . . g

(18) vik(λ) = (λ − λj)
mjik νjik(λ), νjik(λj) ≠ 0.

Since P (λ) is a matrix polynomial, it has a finite number of real eigenvalues. Property (iii) follows by

applying (18) to each of them.

Remark 6. The proof of our Theorem 2 in [4] follows the ideas of [11, Chapter 2, Theorem 6.1] and

[20]. In both cases, Theorem 2 is first proved for real λ ∈ J ⊂ Ω. (See [6, Theorem S6.3] for a different, but

closely related, proof.) Analytic continuation is then used in [4] and [11] to extend the result to an open

connected set Ω1 ⊂ Ω containing J . Using that approach, the proof that P (λ) satisfies properties (i) and (ii)

of Theorem 5 is straightforward. Proposition 4 is still needed to prove property (iii).

Definition 7. (a) If λ1, λ2, . . . , λr are the distinct eigenvalues of P (λ) and for j = 1, . . . , r, mj1 ≤ ⋯ ≤

mjgj are the partial multiplicities of the eigenvalue λj, then ∑
gj
k=1mjk is the algebraic multiplicity of λj and

gj is its geometric multiplicity. (b) For j = 1, . . . , r and i = 1, . . . , gj, (λ − λj)
mij is said to be an elementary

divisor of P (λ) for the eigenvalue λj with partial multiplicity mij.

Now we introduce the concept of a sign characteristic for the real eigenvalues of P (λ).

Definition 8. If λ1 < λ2 < ⋯,< λr are the real eigenvalues of P (λ), the family of +1’s and −1’s

determined in equation (17) by the sequence (sign(νjik(λj)), 1 ≤ i1 < i2 < ⋯ < igj ≤ n) for each j = 1, . . . , r

is called the sign characteristic of the real eigenvalue λj. It is uniquely determined for each λj up to a

permutation of signs associated with equal elementary divisors.
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In other words, the sign characteristic of λj is the family of signs of the mjkth derivatives of vik(λ)

evaluated at λj : sign v
(mjk)
ik

(λj), k = 1, . . . , gj . Note that, for a semisimple real eigenvalue λj , the sign

characteristic has a geometric interpretation in terms of the collection of positive, or negative, slopes of

eigenvalue functions vik(λ), which vanish at λj (see (18)).

Definition 9. We will use the term sign characteristic of P (λ) to refer to the sequence of sign charac-

teristics of all real eigenvalues of P (λ) in some order (for instance, arranging the distinct real eigenvalues

in increasing order).

With some abuse of language, we will often refer to the sign characteristic of P (λ), although it is uniquely

determined only up to reordering of its real eigenvalues and the signs associated with equal elementary

divisors at each real eigenvalue.

More generally, the sign characteristic for the eigenvalues of analytic Hermitian matrix functions A(λ),

λ ∈ R, can be defined in the same way using (18) (see [16, Def. 2.3]. See also [6, Sec. 12.3] or [7, Sec. 12.5]

for a different but equivalent approach).

3. Examples and discussion.

Example 10. (a) Figure 1 depicts the graphics of the eigenvalue functions of the real symmetric

matrix polynomial

(19) P (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

2 −1 0

−1 2 0

0 0 3

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ2 +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 4 1

4 −3 4

1 4 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

7 8 7

8 −6 8

7 8 7

⎤
⎥
⎥
⎥
⎥
⎥
⎦

,

whose real eigenvalues are the points where the eigenvalue functions cut or touch the real axis. In

fact (to four decimal places):

σ(P ) = {−1.2496, 0, 3.7220, −2.0695 ± 2.8947i}.

There are two real eigenvalues of partial multiplicity 1 (simple eigenvalues), namely, −1.2496 and

3.7220. The eigenvalue 0 has algebraic multiplicity 2 and geometric multiplicity 1. So the elementary

divisor associated with the eigenvalue 0 is λ2. The sign characteristic of the eigenvalue −1.2496 is

−1 and that of 3.7220 is +1.

Figure 1. Eigenvalue functions of the

quadratic matrix polynomial of Example 10

(a).

Figure 2. Eigenvalue functions of the

quadratic matrix polynomial of Example 10

(b).
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Also, the eigenvalue function corresponding to the eigenvalue 0 can be written as v(λ) = λ2ν(λ)

with ν(0) ≠ 0. The graph of this curve in Figure 1 shows that ν(0) > 0 and so (see Definition 8 and

(17)) the sign characteristic of eigenvalue 0 and partial multiplicity 2 is also +1. Therefore, the sign

characteristic of P (λ) is ((−1), (+1), (+1)).

(b) Consider the following real symmetric quadratic matrix polynomial

(20) P (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−0.5 2 0.5

2 1.4 −0.5

0.5 −0.5 −0.5

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ2 +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−1.0 −3.7 0

−3.7 −1.8 0

0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1.5 1.7 −0.5

1.7 0.4 0.5

−0.5 0.5 0.5

⎤
⎥
⎥
⎥
⎥
⎥
⎦

.

Its elementary divisors are (λ − 1), (λ − 1), (λ − 1), (λ + 1) and the eigenvalue functions are shown

in Figure 2. The sign characteristic for the simple eigenvalue −1 is +1 and that of the semisimple

eigenvalue +1 is (−1,−1,+1) (but also (−1,+1,−1) or (+1,−1,−1)). There is one conjugate pair of

non-real eigenvalues. A sign characteristic for P (λ) is, for instance, ((+1), (−1,+1,−1)).

We see that the real zeros, λj , (if any) of the real eigenvalue functions vj(λ) determine the real eigenvalues

of P (λ), and the nature of such a zero λj is dependent on the partial multiplicities and the associated sign

characteristics, ηj = ±1; one for each partial multiplicity (or, equivalently, each elementary divisor). With

these concepts we can add some geometric intuition to the discussion of canonical forms.

It is important to note that this technique does not require the invertibility of M . In particular, the

whole argument holds true when M = 0; that is to say, for Hermitian pencils. Thus, if A,B ∈ Fn×n are

Hermitian and L(λ) = λA+B, we can apply Rellich’s theorem (Theorem 2) to L(λ), and so we have for L(λ)

the notions of eigenvalue functions and sign characteristics for each eigenvalue of Definition 8 and those of

partial, algebraic and geometric multiplicities of Definition 7. (See also [7, Theorem 5.11.1].)

Figure 3 shows the eigenvalue functions of the Hermitian linearization of (7) for the values a1 = 0 and

a2 = 1 corresponding to the symmetric quadratic matrix polynomial of (19). Notice that this is a linearization

of P (λ) of the form (6) because, as detM ≠ 0, infinity is not an eigenvalue of P (λ). Observe also that the

predicted eigenvalues are consistent with those of Figure 1. Moreover, the sign characteristics of the real

eigenvalues are preserved.

Figure 3. Eigenvalue functions of L(λ) = [ 0
M

M
D

]λ + [−M
0

0
K

] where M , D, and K are the coefficients of the quadratic

system of Example 10(a).
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Table 1

Sign characteristics of the eigenvalue µ0 = 1
λ0

of revP (λ) when λ0 is the corresponding eigenvalue of P (λ) =Mλ2+Dλ+K
with sign characteristic η0 for the partial multiplicity m0.

µ0 =
1
λ0

µ0 = 0 µ0 =∞

m0 even η0 −η0 −η0
m0 odd −η0 −η0 −η0

Table 2

Sign characteristics of the eigenvalue µ0 = 1
λ0

of revL(λ) when λ0 is the corresponding eigenvalue of L(λ) = Aλ+B with

sign characteristic η0 for the partial multiplicity m0.

µ0 =
1
λ0

µ0 = 0 µ0 =∞

m0 even sign ( 1
λ0

) η0 −η0 −η0

m0 odd − sign ( 1
λ0

) η0 −η0 −η0

On the other hand, if M is not the zero matrix but singular (detM = 0), then P (λ) = Mλ2 +Dλ +K

has an eigenvalue at infinity (or infinity as an eigenvalue). The same is true for any linear matrix pencil

L(λ) = λA + B if A ≠ 0 and detA = 0. More generally, the partial multiplicities and the algebraic and

geometric multiplicities of the eigenvalue at infinity are defined to be those of 0 as an eigenvalue of the

reverse polynomial revP (λ) =Kλ2 +Dλ +M . Also, the elementary divisors of P (λ) at infinity are those of

revP (λ) at 0.

The sign characteristic of the eigenvalue at infinity has been studied in [16]. It is defined to be the sign

characteristic of the eigenvalue 0 of S(λ) = −revP (λ) (notice the minus sign preceding revP (λ)). With this

definition, the relationship between the sign characteristics of the real eigenvalues of P (λ) =Mλ2 +Dλ +K

and of revP (λ) = Kλ2 +Dλ +M is illustrated in Example 3.6 of [16]. The following relevant results, which

will be used later on, have been extracted from that Example:

(a) Assume that λ0 is a finite or infinite eigenvalue of P (λ). Let m0 be one of its partial multiplicities

and let η0 be the sign characteristic of λ0 associated with m0. Then the sign characteristics for the

partial multiplicity m0 of the corresponding eigenvalue µ0 of revP (λ) are shown in Table 1 (recall

that λ0 ≠ 0,∞⇔ µ0 =
1
λ0

, λ0 = 0⇔ µ0 =∞, and λ0 =∞⇔ µ0 = 0).

(b) Similarly, the relationship between the sign characteristics of the real eigenvalues of L(λ) = Aλ +B

and revL(λ) = Bλ +A is shown in Table 2.

Example 11. The curves of Figure 4 are the eigenvalue functions of the reversal of P (λ) in (19) –

Example 10; that is,

(21) revP (λ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

7 8 7

8 −6 8

7 8 7

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ2 +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 4 1

4 −3 4

1 4 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

λ +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

2 −1 0

−1 2 0

0 0 3

⎤
⎥
⎥
⎥
⎥
⎥
⎦

,

and should be compared with those of Figure 1.

Recall that σ(P ) = {0,−2.0695±2.8947i,−1.2496,3.7220} so that, approximately, σ(revP ) = {∞,−0.1634

±0.2286i,−0.8003,0.2687}. Recall also that the sign characteristic of −1.2496 is −1, that of 3.7220 is +1 and
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Figure 4. Eigenvalue functions of the re-

versal of the quadratic system of (19).

Figure 5. Eigenvalue functions of the re-

versal of the linear system of Figure 3.

that of the eigenvalue 0 and partial multiplicity 2 is also +1. By definition, the eigenvalue infinity has partial

multiplicity 2. The partial multiplicities of the nonzero finite eigenvalues are all equal to 1. It follows from

the graphics of the eigenvalue functions of Figure 4 that the sign characteristic of −0.8003 is +1 and that

of 0.2687 is −1. This is consistent with the sign characteristics in Table 1. The sign characteristic of the

eigenvalue of revP at infinity and partial multiplicity 2 is not apparent in Figure 4. However, it follows from

the sign characteristics in Table 1 that it must be −1.

Example 12. Concerning Example 10, a similar analysis can be made regarding the matrix pencil

L(λ) of Figure 3 and its real symmetric reversal revL(λ) = [
−M
0

0
K
]λ + [

0
M

M
D
] where M , D, and K are the

coefficient matrices of P (λ) of (19). The curves of the eigenvalue functions of revL(λ) are exhibited in Figure

5. We can see that, in agreement with the signs in Table 2, the sign characteristics of the two eigenvalues,

−0.8003 and 0.2687, are both −1. According to Table 2, the sign characteristic of the eigenvalue at infinity

and partial multiplicity 2 is −1.

Although L(λ) = [ 0 M
M D ]λ + [ −M 0

0 K ] is a linearization of the form (6) (with a1 = 0, a2 = 1) for P (λ) =

Mλ2 +Dλ+K when ∞ /∈ σ(P ), revL(λ) is not a pencil of the form (6) (with respect to revP (λ)). However,

we have the simple relation

[
0 In
In 0

]([
−M 0

0 K
]λ + [

0 M

M D
])[

0 In
In 0

] = [
K 0

0 −M
]λ + [

D M

M 0
] .

The pencil on the right-hand side of this identity is a strong linearization of revP (λ) of the form (6) (for a1 = 1

and a2 = 0) because 0 = −a2
a1

/∈ σ(revP ). Since this pencil and revL(λ) are equivalent matrix polynomials

through the constant matrix [ 0 In
In 0 ] (i.e. they are strictly equivalent), revL(λ) is also a strong linearization

of revP (λ).

On the other hand, we can see in Example 11 that, while the sign characteristics of the real eigenvalues of

P (λ) and L(λ) coincide, this is no longer true for the sign characteristics of the real eigenvalues of revP (λ)

and revL(λ). In other words, revL(λ) is a strong linearization of revP (λ) which does not preserve the sign

characteristic. As mentioned in Section 1.1, the problem of characterizing the Hermitian linearizations that

preserve the sign characteristic of a given Hermitian matrix polynomial was studied in [3] for matrices of

arbitrary degree and nonsingular leading coefficient. However, the definition of sign characteristic in [3] is

not that of Definition 8 derived from Rellich’s theorem. We will analyze the relation between both definitions

in Section 7. We will see in Section 9 how to obtain strong linearizations which, when detM = 0, preserve

the sign characteristics for the real eigenvalues as well as for the eigenvalue at infinity. We first need to
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analyze the relationship between the sign characteristic of Hermitian pencils and the signs appearing in their

canonical form under congruence ([12, Theorems 6.1 and 9.2]).

4. Reduction of a linear pencil by congruence. Linearizations of the form (6) preserve spectral

properties of P (λ). Another way to reveal these properties is to reduce the two coefficients of (6) to canonical

form by congruence transformations: λA1 +B1 and λA2 +B2 are congruent linear pencils if there exists a

nonsingular matrix X such that X∗(λA1 + B1)X = λA2 + B2. General results of this kind (together with

comments on the long history of this topic) can be found in [12] (Theorems 9.2 and 6.1, respectively), and

we present them concisely here (without proof) in the regular case. Interesting connections are made with

earlier, closely related work of Thompson [19], and more recent work of Mehrmann et al [16].

4.1. Regular linear pencils. Canonical forms of Hermitian linear pencils are direct sums of blocks

associated with the elementary divisors. When the associated eigenvalue is real, each of these blocks has a

sign +1 or −1 attached to it (see (23) or (24) for example). Whether these signs coincide with those of the

linear pencil as defined in Definition 8 will be investigated in this section. We will see that the canonical

forms of reference [12] can be slightly modified in such a way that the two collections of signs coincide.

The canonical forms under congruence are formulated in terms of some fixed elementary matrices. Define

real symmetric m ×m matrices:

Fm =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 ⋯ ⋯ 0 1

⋮ 1 0

⋮ . .
.

⋮

0 1 ⋮

1 0 ⋯ ⋯ 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= F −1
m ,

(22) Gm =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 ⋯ ⋯ 1 0

⋮ . .
.

0 0

⋮ . .
.

. .
.

0

1 0 ⋮

0 0 ⋯ ⋯ 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= [
Fm−1 0

0 0
] , G̃m = [

0 0

0 Fm−1
] ,

and the 2m × 2m symmetric matrix (with 2 × 2 nonzero blocks on the counter diagonal):

H2m =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 ⋯ 1 0

0 0 ⋯ 0 −1

1 0 0 0

0 −1 0 0

⋮ ⋮ ⋰ ⋮ ⋮

1 0 ⋯ 0 0

0 −1 ⋯ 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

In the following theorems (and throughout the paper)m, finite real eigenvalues of matrix polynomials

are denoted by α1, . . . , αq and nonreal eigenvalue pairs are denoted by µ1± iν1, . . . , µs± iνs, with possible

repetitions in both cases. In the canonical forms of (23) and (24) (below), the sums to r, q, and s refer

to, respectively: (1) the “singular structure” (eigenvalues at infinity), (2) the real eigenvalues, and (3) the

non-real eigenvalues.
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Theorem 13 ([12, Theorem 9.2] (“Real” case)). Let A,B be n × n real symmetric matrices such that

det(λA +B) is not identically zero. Then, λA +B is congruent (over R) to a pencil of the form

(23)

L̂R(λ) =
r

⊕
j=1

δ̂j(Fkj + λGkj)⊕
q

⊕
j=1

η̂j ((λ − αj)Flj +Glj)

⊕
s

⊕
j=1

((λ − µj)F2mj − νjH2mj + [
F2mj−2 0

0 02
]) ,

where k1 ≤ ⋯ ≤ kr, l1 ≤ ⋯ ≤ lq, and m1 ≤ ⋯ ≤ ms are positive integers, and δ̂1, . . . , δ̂r, η̂1, . . . , η̂q are equal to

either +1 or −1.

We have a similar result for complex Hermitian pencils:

Theorem 14 ([12, Theorem 6.1] (“Complex” case)). Let A,B be n×n complex Hermitian matrices such

that det(λA +B) does not vanish identically. Then, λA +B is congruent (over C) to a pencil of the form

(24)

L̂C(λ) =
r

⊕
j=1

δ̂j(Fkj + λGkj)⊕
q

⊕
j=1

η̂j ((λ − αj)Flj +Glj)

⊕
s

⊕
j=1

([
0 (λ − µj − iνj)Fmj

(λ − µj + iνj)Fmj 0
] + [

0 Gmj
Gmj 0

]) ,

where k1 ≤ ⋯ ≤ kr, l1 ≤ ⋯ ≤ lq, and m1 ≤ ⋯ ≤ ms are positive integers, and δ̂1, . . . , δ̂r, η̂1, . . . , η̂q are equal to

either +1 or −1.

In both theorems, the sizes of the blocks must satisfy

r

∑
i=1

ki +
q

∑
j=1

lj + 2
s

∑
k=1

mk = n.

To illustrate some of the structure in (23) and (24), we note that:

F4 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, G4 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 0

0 1 0 0

1 0 0 0

0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, H4 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Thus, for a real eigenvalue α with a partial multiplicity four there will be a term in the second summation

in (23) or (24):

(λ − α)F4 +G4 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 λ − α

0 1 λ − α 0

1 λ − α 0 0

λ − α 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

For a nonreal conjugate pair of eigenvalues µ ± iν with a partial multiplicity two, we have in the third

summation of (23):

(λ − µ)F4 − νH4 + [
F2 0

0 02
] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 −ν λ − µ

1 0 λ − µ ν

−ν λ + µ 0 0

λ − µ ν 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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And in (24) :

[
0 (λ − µ − iν)F2

(λ − µ + iν)F2 0
] + [

0 G2

G2 0
] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 λ − µ − iν

0 0 λ − µ − iν 0

1 λ − µ + iν 0 0

λ − µ + iν 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

In a paper of 1991, [19], R. C. Thompson has also investigated the canonical forms of real symmetric and

complex Hermitian matrix pencils under congruence. His canonical forms differ from those of Theorems 13

and 14 in the constituent blocks . They are, of course, intimately connected (the “ones” are in the counter-

subdiagonal). For the purpose of comparison, we state Thompson’s results (recall the definition of G̃m in

(22)).

Theorem 15 ([19, Section 6] (“Real” case)). Under the hypotheses of Theorem 13, λA+B is congruent

(over R) to a pencil of the form

(25)

L̃R(λ) =
r

⊕
j=1

δ̃j(Fkj − λG̃kj)⊕
q

⊕
j=1

η̃j ((αj − λ)Flj + G̃lj)

⊕
s

⊕
j=1

((µj − λ)F2mj + νjH2mj + [
02 0

0 F2mj−2
]) ,

where k1 ≤ ⋯ ≤ kr, l1 ≤ ⋯ ≤ lq, and m1 ≤ ⋯ ≤ ms are positive integers, and δ̃1, . . . , δ̃r, η̃1, . . . , η̃q are equal to

either +1 or −1.

Theorem 16 ([19, Section 8] (“Complex” case)). Under the hypotheses of Theorem 14, λA + B is

congruent (over C) to a pencil of the form

(26)

L̃C(λ) =
r

⊕
j=1

δ̃j(Fkj − λG̃kj)⊕
q

⊕
j=1

η̃j ((αj − λ)Flj + G̃lj)

⊕
s

⊕
j=1

([
0 (µj + iνj − λ)Fmj

(µj − iνj − λ)Fmj 0
] + [

0 G̃mj
G̃mj 0

]) ,

where k1 ≤ ⋯ ≤ kr, l1 ≤ ⋯ ≤ lq, and m1 ≤ ⋯ ≤ ms are positive integers, and δ̃1, . . . , δ̃r, η̃1, . . . , η̃q are equal to

either +1 or −1.

In all of the canonical forms (23), (24), (25), (26), the positive integers k1 ≤ ⋯ ≤ kr are the exponents of

the elementary divisors at infinity while l1 ≤ ⋯ ≤ lq, and m1 ≤ ⋯ ≤ms are, respectively, the exponents of the

elementary divisors for the real eigenvalues and for pairs of complex conjugate eigenvalues of λA +B.

The collection of signs (δ̂1, . . . , δ̂r; η̂1, . . . , η̂q) in Theorems 13 and 14 is called in [12] the sign characteristic

of λA+B. And the collection of signs (δ̃1, . . . , δ̃r; η̃1, . . . , η̃q) in Theorems 15 and 16 is called in [19] the inertial

signature of λA+B. We will see that these collections of signs may not coincide with the sign characteristic

of Definition 8. So we call:

● (δ̂1, . . . , δ̂r; η̂1, . . . , η̂q) of Theorems 13 and 14 the Lancaster-Rodman sign characteristic (LR-sign

characteristic, for short) of λA +B.

● (δ̃1, . . . , δ̃r; η̃1, . . . , η̃q) of Theorems 15 and 16 the inertial signature of λA +B.

We reserve the name sign characteristic of λA +B for the sign characteristic of Definition 8 (obtained

by applying unitary similarity to λA + B as an Hermitian analytic matrix function of real variable λ; the

“Rellich strategy”).
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4.2. No real eigenvalues. It is a direct consequence of Theorems 13 and 14 that, in the absence of real

and infinite eigenvalues, two real symmetric or complex Hermitian linear pencils are congruent if and only

if they have the same elementary divisors for the nonreal eigenvalues; that is, if they are strictly equivalent.

Specifically:

Corollary 17. Let λA1 +B1 and λA2 +B2 be n×n Hermitian linear pencils. If detAi ≠ 0 and σ(λAi +

Bi) ⊂ C∖R , i = 1,2, then λA1+B1 and λA2+B2 are congruent if and only if they have the same elementary

divisors.

Since blocks associated with the nonreal eigenvalues of L̂R(λ) and L̃R(λ), namely,

(λ − µj)F2mj − νjH2mj + [
F2mj−2 0

0 02
] ,

and

(µj − λ)F2mj + νjH2mj + [
02 0

0 F2mj−2
] ,

have one and the same elementary divisor, (λ2 − 2µjλ + µ
2
j + ν

2
j )
mj , it follows from Corollary 17 that they

are congruent.

Also, the blocks

[
0 (λ − µj − iνj)Fmj

(λ − µj + iνj)Fmj 0
] + [

0 Gmj
Gmj 0

] ,

and

[
0 (µj + iνj − λ)Fmj

(µj − iνj − λ)Fmj 0
] + [

0 G̃mj
G̃mj 0

] ,

of L̂C(λ) and L̃C(λ), respectively, are congruent (see (24) and (26) and definition of Gm and G̃m in (22)).

However, we will see that Fkj+λGkj and Fkj−λG̃kj , on one hand, and (λ−αj)Flj+Glj and (αj−λ)Flj+G̃lj ,

on the other hand, may not be congruent. Actually, we aim to provide a new canonical form for λA + B

under congruence where the signs accompanying the blocks associated with the real and infinite eigenvalues

coincide with the sign characteristic of λA +B. Then we will apply our findings to the linearizations given

in (6) for P (λ) of (1) to see whether they have the same sign characteristic as P (λ).

4.3. General (real and complex) spectrum. In what follows we will repeatedly use the fact that

the sign characteristic of an Hermitian matrix polynomial is invariant under constant congruence. That is to

say, for any n×n matrix polynomial P (λ) and any invertible matrix R ∈ Fn×n, the sign characteristics of the

eigenvalues of P (λ) and R∗P (λ)R coincide. This is a direct consequence of the stronger result [16, Theorem

2.7] concerning the finite eigenvalues (see also [6, Theorem 12.4] although the notion of sign characteristic in

this reference has a different but equivalent meaning to that of Definition 8). Also, by Theorem 3, the rank and

finite elementary divisors of P (λ) and R∗P (λ)R are identical. As far as the eigenvalue at infinity is concerned

the sign characteristic and elementary divisors of P (λ) at infinity are the sign characteristic of −revP (λ)

and elementary divisors of revP (λ) for the eigenvalue 0, respectively. But rev (R∗P (λ)R) = R∗revP (λ)R.

Therefore, the sign characteristic and elementary divisors of P (λ) and R∗P (λ)P coincide for the eigenvalue

at infinity as well. As a consequence, the sign characteristic of λA + B and its canonical forms (those of

Theorems 13 and 15, or of Theorems 14 and 16) are the same.
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That the LR-sign characteristic of λA+B (of Theorems 13 or 14) may not be its sign characteristic was

proved in [16]. The proof is based on the following result:

Theorem 18 ([16, Theorem 4.11]). (a) For α ∈ R, the real symmetric pencil (λ − α)Fk +Gk has the

unique real eigenvalue α with partial multiplicity k and the sign characteristic (−1)k+1.

(b) The real symmetric pencil Fk + λGk has infinity as its unique eigenvalue. It has partial multiplicity

k and the sign characteristic (−1)k.

Bearing in mind that, as mentioned, the sign characteristic is invariant under congruence, we obtain:

Corollary 19. Let λA+B be an n×n Hermitian matrix pencil and let L̂R(λ), L̂C(λ) be the canonical

forms (under congruence) of Theorem 13 or 14, respectively, according as A and B are real or complex

matrices. Then,

(i) the sign characteristic of a real eigenvalue αj with partial multiplicity lj is (−1)lj+1η̂j, j = 1, . . . , q,

and

(ii) the sign characteristic of the eigenvalue at infinity with partial multiplicity kj is (−1)kj δ̂j, j = 1, . . . , r.

Proof. We will focus on the real case; the proof in the complex case is similar. First, λA + B and

L̂R(λ) have the same sign characteristic because they are congruent. Second, by applying Rellich’s theorem

(Theorem 2) to each block of L̂R(λ), it is easily seen that the sign characteristic of the eigenvalue αi and

partial multiplicity li for L̂R(λ) is the sign characteristic of the eigenvalue αi and partial multiplicity li for

η̂i((λ − αi)Fli +Gli). According to Theorem 18 this is (−1)li+1η̂i.

The sign characteristic associated with an eigenvalue at infinity with partial multiplicity kj is, by defi-

nition, the sign characteristic of the eigenvalue 0 with partial multiplicity kj of −rev L̂R(λ). As above, this

is the sign characteristic of the eigenvalue 0 and partial multiplicity kj of −δ̂j(λFkj +Gkj). By Theorem 18,

this is (−1)kj+2δ̂j , as claimed.

The canonical forms under congruence of Theorems 13 or 14 can be slightly modified so that the signs

associated with each block agree with the sign characteristics of the corresponding elementary divisors of

λA +B. We start with the real case.

Theorem 20. Let A,B be n × n real symmetric matrices such that det(λA +B) is not identically equal

to zero. Then, λA +B is congruent (over R) to a pencil of the form

(27)

LR(λ) =
r

⊕
j=1

δj(λGkj − Fkj)⊕
q

⊕
j=1

ηj ((λ − αj)Flj −Glj)

⊕
s

⊕
j=1

((λ − µj)F2mj − νjH2mj − [
F2mj−2 0

0 02
]) ,

where (δ1, . . . , δr;η1, . . . , ηq) is the sign characteristic of λA +B.

Proof. We will prove the following properties:

(i) η̂j ((λ − αj)Flj +Glj) is congruent to η̂j ((λ − αj)Flj −Glj) if lj is odd.

(ii) η̂j ((λ − αj)Flj +Glj) is congruent to −η̂j ((λ − αj)Flj −Glj) if lj is even.

(iii) δ̂j(Fkj + λGkj) is congruent to δ̂j(λGkj − Fkj) if kj is even.

(iv) δ̂j(Fkj + λGkj) is congruent to −δ̂j(λGkj − Fkj) if kj is odd.
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Let k be a nonnegative integer and define

Sk = Diag[−1,+1,−1,+1, . . . , (−1)k] ∈ Rk×k.

A simple computation shows that if lj is odd, then Slj ((λ − αj)Flj +Glj)Slj = (λ−αj)Flj −Glj . And if lj is

even, then Slj ((λ − αj)Flj +Glj)Slj = −(λ−αj)Flj +Glj = − ((λ − αj)Flj −Glj). Similarly, if kj is odd, then

Skj(Fkj +λGkj)Skj = Fkj −λGkj = −(λGkj −Fkj). And if kj is even, then Skj(Fkj +λGkj)Skj = −Fkj +λGkj =

λGkj − Fkj . Therefore, properties (i)–(iv) hold true.

Define ηj = η̂j if lj is odd and ηj = −η̂j otherwise. Also, let δj = δ̂j if kj is even and δj = −δ̂j if kj
is odd. Then, L̂R(λ) of (23) and LR(λ) of (27) are congruent matrix pencils. In addition, δj = (−1)kj δ̂j
j = 1, . . . , r and ηj = (−1)lj+1η̂j for j = 1, . . . , q. According to Corollary 19, ηj is the sign characteristic of the

eigenvalue αj and partial multiplicity lj , and δj is the sign characteristic of the eigenvalue at infinity and

partial multiplicity kj .

For complex Hermitian matrices we have a similar result. The proof follows the same lines and is omitted.

Theorem 21. Let A,B be n × n complex Hermitian matrices such that det(λA +B) ≢ 0. Then, λA +B

is congruent (over C) to a pencil of the form

(28)

LC(λ) =
r

⊕
j=1

δj(λGkj − Fkj)⊕
q

⊕
j=1

ηj ((λ − αj)Flj −Glj)

⊕
s

⊕
j=1

([
0 (λ − µj − iνj)Fmj

(λ − µj + iνj)Fmj 0
] − [

0 Gmj
Gmj 0

]) ,

where (δ1, . . . , δr;η1, . . . , ηq) is the sign characteristic of λA +B.

Now we can clarify how the canonical forms given by Thompson ((25)–(26)) and those of Theorems 20

and 21 are related. Note first that for any nonnegative integer k

(29) FkFkFk = Fk, FkGkFk = G̃k,

and (µj − λ)F2mj + νjH2mj + [
02 0
0 F2mj−2

] is, by Corollary 17, congruent to

(µj − λ)F2mj + νjH2mj + [
F2mj−2

0

0 02
].

Therefore,−L̃R(λ) and LR(λ) are congruent matrix pencils and so δ̃j = −δj , j = 1, . . . , r, and η̃j = −ηj ,

j = 1, . . . , q. In other words, for any real symmetric linear pencil λA +B, Thompson’s inertial signature is

the “opposite” of the sign characteristic of Definition 8. The same properties hold for the canonical forms

(26) and (28) of complex Hermitian pencils.

5. Reduction of a linearization by similarity. The notion of a sign characteristic plays an impor-

tant role in the context of self-adjoint standard triples and also in the context of H-self-adjoint matrices. In

this section, we review the main concepts of these theories in the context of quadratic eigenvalue problems.

Basic references are [7] and [14] where proofs and other relevant related results can be found.

5.1. Canonical forms for similar self-adjoint standard triples.

Definition 22. Let T, T̂ ∈ F2n×2n, X, X̂ ∈ Fn×2n and Y, Ŷ ∈ F2n×n. Then

(a) (X,T ) is said to be a standard pair over F if [ X
XT ] is invertible.

(b) (X,T,Y ) is a standard triple over F if (X,T ) is a standard pair and there is an invertible matrix

Q ∈ Fn×n such that Y = [ X
XT ]

−1
[ 0
Q ].



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 37, pp. 211-246, March 2021.

229 Spectral Theory Quadratic Eigenvalue Problems with Symmetries

(c) A standard triple (X,T,Y ) is said to be self-adjoint if there is a nonsingular Hermitian matrix

H ∈ F2n×2n for which

(30) Y ∗
=XH−1, T ∗ =HTH−1, X∗

=HY.

(When F = R we will sometimes emphasize that (X,T,Y ) is a real self-adjoint standard triple.)

(d) Two triples (X,T,Y ) and (X̂, T̂ , Ŷ ) are said to be similar over F if there is an invertible matrix

S ∈ F2n×2n such that T̂ = STS−1, X̂ =XS−1, and Ŷ = SY .

It is easily seen that if (X,T,Y ) is a standard triple and it is similar to (X̂, T̂ , Ŷ ), then the latter is also

a standard triple. Thus, according to the definition of similarity of triples (item (d)), condition (30) means

that (X,T,Y ) and (Y ∗, T ∗,X∗) are similar standard triples with an Hermitian matrix H as similarity

transformation. It turns out that a standard triple (X,T,Y ) is self-adjoint if and only if it is similar to

(Y ∗, T ∗,X∗). This is Theorem 3.4 of [14]. As a consequence, if (X,T,Y ) and (X̂, T̂ , Ŷ ) are similar triples

and one of them is self-adjoint then the other triple is also self-adjoint. This property will be used below.

Matrix S of item (d) is uniquely determined by either (X,T ) and (X̂, T̂ ) or (T,Y ) and (T̂ , Ŷ ) (see [6,

Theorem 1.25]):

(31) S = [
X̂

X̂T̂
]

−1

[
X

XT
] = [Ŷ T̂ Ŷ ] [Y TY ]

−1
.

Therefore, if (X,T,Y ) is a self-adjoint standard triple and H is the invertible Hermitian matrix of (30), then

it is uniquely determined (see [7, Section 12.4] or [14, Proposition 3.6]):

(32) H = [
Y ∗

Y ∗T ∗
]

−1

[
X

XT
] = [X∗ T ∗X∗] [Y TY ]

−1
.

Conversely, if (X,T ) is a standard pair and H is an invertible Hermitian matrix such that T ∗ = HTH−1,

then (X,T,H−1X∗) is a self-adjoint standard triple. In what follows, we may use either of the notations,

(X,T,Y ) or (X,T,H−1X∗), for a self-adjoint standard triple.

5.2. Application to quadratic problems. As in (1) and (4), let P (λ) =Mλ2+Dλ+K with M,D,K ∈

Fn×n, and detM ≠ 0. If

(33) X0 = [In 0] , CP = [
0 In

−M−1K −M−1D
] , Y0 = [

0

M−1]

then (X0,CP , Y0) is a standard triple. If, in addition, M =M∗, D = D∗, and K = K∗, then (X0,CP , Y0) is

a self-adjoint standard triple. Indeed, if

(34) A = [
D M

M 0
]

then A is invertible and Hermitian,

(35) C∗
PA = ACP = [

−K 0

0 M
] ,

and AY0 =X
∗
0 . In effect, [ 0 In

In 0 ](λA −ACP )[ 0 In
In 0 ] is the linearization of (8) with a1 = 0 and a2 = 1.

Recall that triples similar to self-adjoint standard triples are themselves self-adjoint.



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 37, pp. 211-246, March 2021.

P. Lancaster and I. Zaballa 230

Definition 23. Let P (λ) be the Hermitian quadratic matrix polynomial of (1) with M nonsingular.

The triple (X0,CP , Y0) = (X0,CP ,A
−1X∗

0 ) is called the primitive self-adjoint standard triple of P (λ). And

any triple (X,T,Y ) similar to (X0,CP , Y0) is said to be a self-adjoint standard triple of P (λ).

In particular, if (X,T,Y ) is a self-adjoint standard triple of P (λ), then λI2n−T is a linearization of P (λ)

because T and CP are similar matrices. Conversely, if λI2n − T is a linearization of P (λ) and T = SCPS
−1

then (X0S
−1, T, SY0) is a self-adjoint standard triple of P (λ).

Canonical forms for the similarity of self-adjoint standard triples over C and R of a given Hermitian

matrix polynomial with nonsingular leading coefficient are provided in Theorems 4.3 and 4.4 of [14], respec-

tively. They are obtained by using the following result that is stated here for quadratic matrix polynomials

and partially proved in [14] for matrix polynomials of arbitrary degree. The proof accompanying the following

theorem can be easily extended to matrix polynomials of any degree.

Theorem 24. Let M be nonsingular, (X,T,H−1X∗) be a self-adjoint standard triple (as in Defini-

tion 22(c)), and S = [ X
XT ]. Then, with the definitions of (33) and (34), the triples (X0,CP ,A

−1X∗
0 ) and

(X,T,H−1X∗) are similar if and only if

(36) λH −HT = S∗(λA −ACP )S.

Proof. If (X0,CP ,A
−1X∗

0 ) and (X,T,H−1X∗) are similar then there is an invertible matrix R ∈ F2n×2n

such that

T = R−1CPR, X =X0R, H−1X∗
= R−1A−1X∗

0 .

Bearing in mind (31) and [ X0

X0CP
] = I2n, we get

R = [ X0

X0CP
]
−1

[ X
XT ] = [ X

XT ] = S.

Thus, it follows from X = X0S that H−1X∗ = S−1A−1X∗
0 = S−1A−1S−∗X∗. Also, using this identity, T ∗ =

HTH−1, T = S−1CPS and C∗
P = ACPA

−1, we obtain

H−1T ∗X∗ = TH−1X∗ = TS−1A−1S−∗X∗ = S−1CPA
−1S−∗X∗

= S−1A−1C∗
PS

−∗X∗ = S−1A−1S−∗T ∗X∗.

Hence

H−1 [X∗ T ∗X∗] = S−1A−1S−∗ [X∗ T ∗X∗] .

Since S∗ = [X∗ T ∗X∗] is invertible, we must have H = S∗AS. Also, HT = S∗AST = S∗ACPS because

T = S−1CPS. Therefore, λH −HT = S∗(λA −ACP )S as desired.

Conversely, if H = S∗AS and HT = S∗ACPS, then HT = S∗ASS−1CPS = HS−1CPS. Since H is

nonsingular, T = S−1CPS. In addition,

XS−1 =X [
X

XT
]

−1

= [In 0] =X0.

Finally, H−1X∗ = S−1A−1S−∗S∗X0 = S−1A−1X0. Hence, (X0,CP ,A
−1X∗

0 ) and (X, T , H−1X∗) are similar

self-adjoint standard triples.



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 37, pp. 211-246, March 2021.

231 Spectral Theory Quadratic Eigenvalue Problems with Symmetries

A simple consequence of Theorem 24 is

Corollary 25. Let T,H,S ∈ F2n×2n be an arbitrary matrix, an invertible Hermitian matrix, and an

invertible matrix, respectively. Then (36) holds if and only if T = S−1CPS and H = S∗AS. In addition, if

one of these two equivalent conditions holds and X = [In 0]S, then S is the unique matrix for which the

following relations hold:

(37) T = S−1CPS, X =X0S, H−1X∗
= S−1A−1X∗

0 .

Proof. That λH − HT = S∗(λA − ACP )S implies T = S−1CPS and H = S∗AS has been shown in

the second part of the proof of Theorem 24. The converse is trivial. Now, if T = S−1CPS, H = S∗AS

and X = [In 0]S = X0S, then in order to prove (37), we only have to see that H−1X∗ = S−1A−1X∗
0 .

But H−1X∗ = (S∗AS)−1(X0S)
∗ = S−1A−1S−∗S∗X∗

0 = S−1A−1X∗
0 as desired. Thus, (X,T,H−1X∗) and

(X0,CP ,A
−1X∗

0 ) are similar and so (X,T,H−1X∗) is a self-adjoint standard triple. Hence, there is a unique

matrix S satisfying (37).

Given P (λ) =Mλ2 +Dλ +K with M∗ =M , D∗ = D, K∗ =K, and detM ≠ 0 we can obtain a canonical

representative for the class of similar self-adjoint standard triples of P (λ) as follows (see [14]):

1. Form the Hermitian linear pencil λA−ACP of (34) and (35). We have already seen that this pencil

is a linearization of P (λ).

2. Compute the canonical form LC(λ) or LR(λ) of λA−ACP of Theorems 21 and 20 according as A and

ACP are complex Hermitian or real symmetric matrices. Assume that (λ−αj)
lj are, for j = 1, . . . , q,

the elementary divisors of P (λ) (and of λA−ACP ) for the real eigenvalues, and (λ−µj − iνj)
mj and

(λ−µj + iνj)
mj are, for j = 1, . . . , s, the elementary divisors for the nonreal eigenvalues of P (λ) (and

of λA −ACP ). Let εj be the sign characteristic for the elementary divisor (λ − αj)
lj of λA −ACP ,

j = 1, . . . , q. Define

(38) Pε,J =
q

⊕
j=1

εjFlj ⊕
s

⊕
j=1

F2mj ,

(39)

JC =
q

⊕
j=1

(αjIlj + FljGlj)

⊕
s

⊕
j=1

[
(µj − iνj)Imj + FmjGmj 0

0 (µj + iνj)Imj + FmjGmj
],

or

(40)

JR =
q

⊕
j=1

(αjIlj + FljGlj)

⊕
s

⊕
j=1

(µjI2mj + νjF2mjH2mj + F2mj [
F2mj−2 0

0 02
]) ,

according as A and ACP are complex Hermitian or real symmetric matrices. Then an easy compu-

tation shows that

LC(λ) = λPε,J − Pε,JJC and LR(λ) = λPε,J − Pε,JJR.

That is,

Theorem 26. With the above notation, λPε,J −Pε,JJR and λPε,J −Pε,JJC are the canonical forms

under congruence of Theorems 20 and 21, respectively, for the Hermitian pencil λA −ACP .

As a consequence (ε1, . . . , εq) is the sign characteristic of λA −ACP .
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3. Let S be an invertible matrix for which λPε,J − Pε,JJC = S∗(λA − ACP )S or λPε,J − Pε,JJR =

S∗(λA −ACP )S according as λA −ACP is a complex Hermitian or real symmetric pencil, and let

(41) Xε = [In 0]S.

A straightforward consequence of Corollary 25 is the following result. Note that P −1
ε,J = Pε,J .

Theorem 27. Let A, CP , Pε,J , JC , JR, and Xε be the matrices of (34), (35), (38), (39), (40), and

(41) respectively. Then (Xε, JC , Pε,JX
∗
ε ) ((Xε, JR, Pε,JX

∗
ε ) in the real case) is similar over C (over R,

respectively) to (X0,CP ,A
−1X∗

0 ) with X0 of (33).

Note also that, while JC (or JR) and Pε,J are uniquely determined, up to a permutation of blocks

corresponding to equal elementary divisors, by A and CP (and then by P (λ)), Xε depends on S which, in

general, is not unique. This lack of uniqueness is related to the fact that the columns of Xε are (generalized)

eigenvectors of P (λ). In particular, if the eigenvalues of P (λ) are all semisimple, then JC is diagonal and

the columns of Xε form a complete system of right eigenvectors of P (λ) while the “rows” of Pε,JX
∗
ε are a

complete system of left eigenvectors of P (λ) (see Sections 1.8 and 2.1 of [6]).

In general, if JC is the complex Jordan matrix of (39), then the columns of Xε can be partitioned

into blocks Xε = [X1 ⋯ Xq Xq+1 Xq+2 ⋯ Xq+2s] consistent with the Jordan blocks of JC . Then the

columns of each Xj form a right Jordan chain of P (λ) for the eigenvalue of the corresponding Jordan block.

Also, (see [6, Section 2.1]) the rows of Pε,JX
∗
ε , partitioned consistently with the partition of JC and taken

in reverse order in each block, form left Jordan chains of P (λ) .

Definition 28. Self-adjoint standard triples of the form (Xε, JC , Pε,JX
∗
ε ) and (Xε, JR, Pε,JX

∗
ε ) are

called, respectively, self-adjoint Jordan triples and real self-adjoint Jordan triples of P (λ).

Self-adjoint Jordan triples act as canonical representatives of the self-adjoint standard triples of P (λ)

under similarity.

The collection of signs (ε1, . . . , εq) is called in [14] the sign characteristic of P (λ). It is, in fact, uniquely

determined by P (λ) because, according to Theorems 20 and 21, it is the sign characteristic of λA −ACP .

However, we want to reserve the name of “sign characteristic of P (λ)” for that of Definition 8 when applied

to P (λ) and, at this point, we do not know whether both coincide. Therefore,

Definition 29. We call the collection of signs (ε1, . . . , εq) of (38) the Standard Triple sign characteristic

(ST-sign characteristic, for short) of P (λ).

Thus, the ST-sign characteristic of P (λ) is the sign characteristic of λA − ACP . We state this result as a

proposition for later use.

Proposition 30. Let P (λ) =Mλ2+Dλ+K be an n×n Hermitian quadratic matrix polynomial with M

nonsingular, and let CP and A be the matrices of (33) and (34), respectively. Then, the ST-sign characteristic

of P (λ) is the sign characteristic of λA −ACP .

6. Canonical forms for unitarily similar H-self-adjoint matrices.

Definition 31 ([7]). Let T, T̂ ∈ Fn×n and let H, Ĥ ∈ Fn×n be invertible Hermitian matrices.

(a) T is said to be H-self-adjoint if T ∗H =HT .

(b) The pairs (T,H) and (T̂ , Ĥ) are said to be unitarily similar over the field F if there is an invertible

matrix S ∈ Fn×n such that T̂ = S−1TS and Ĥ = S∗HS.
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If (X,T,H−1X∗) is a self-adjoint standard triple then, by definition (see (30)), T is H-self-adjoint. In

particular, if P (λ) = Mλ2 +Dλ +K is an Hermitian quadratic matrix polynomial and CP and A are the

matrices of (33) and (34), respectively, then CP is A-self-adjoint (see (35)). Also, if (X1, T1,H
−1
1 X∗

1 ) and

(X2, T2,H
−1
2 X∗

2 ) are similar self-adjoint standard triples then, by [14, Proposition 3.9], (T1,H1) and (T2,H2)

are unitarily similar.

Canonical forms for unitarily similar pairs over C and over R are given in Theorems 5.1.1 and 6.1.5 of

[7], respectively. We state these results for the readers’ convenience.

Theorem 32 ([7, Theorem 5.1.1]“complex case”). Let T,H ∈ Cn×n with H an invertible Hermitian

matrix and let T be H-self-adjoint over C. For j = 1, . . . , q let (λ − αj)
lj be the elementary divisors of T for

the real eigenvalues, and for j = 1, . . . , s let (λ − µj − iνj)
mj and (λ − µj + iνj)

mj be the elementary divisors

of T for the nonreal eigenvalues. Then there is an invertible matrix S ∈ Cn×n such that ĴC = S−1TS and

Pε̂,J = S
∗HS as in (38). Thus,

(42) Pε̂,J =
q

⊕
j=1

ε̂jFlj ⊕
s

⊕
j=1

F2mj ,

(43)

ĴC =
q

⊕
j=1

(αjIlj +GljFlj)

⊕
s

⊕
j=1

[
(µj + iνj)Imj +GmjFmj 0

0 (µj − iνj)Imj +GmjFmj
],

and (ε̂1, . . . , ε̂q) is an ordered family of signs +1 or −1 uniquely determined by (T,H) up to a permutation

of signs corresponding to equal Jordan blocks.

Theorem 33 ([7, Theorem 6.1.5] “real case”). Let T,H ∈ Rn×n with H an invertible symmetric matrix

and let T be H-self-adjoint over R. For j = 1, . . . , q let (λ−αj)
lj be the elementary divisors of T for the real

eigenvalues, and for j = 1, . . . , s let (λ − µj − iνj)
mj and (λ − µj + iνj)

mj be the elementary divisors of T for

the nonreal eigenvalues. Then there is an invertible matrix S ∈ Rn×n such that ĴR = S−1TS and P̂ε̂,J = S
∗HS

where Pε̂,J is the matrix of (42),

(44)

ĴR =
q

⊕
j=1

(αjIlj +GljFlj)

⊕
s

⊕
j=1

(µjI2mj + νjH2mjF2mj + [
F2mj−2 0

0 02
]F2mj) ,

and (ε̂1, . . . , ε̂q) is an ordered family of signs +1 or −1 uniquely determined by (T,H) up to a permutation

of signs corresponding to equal Jordan blocks.

Following [7]:

Definition 34. The collection of signs (ε̂1, . . . , ε̂q) of (42) is called the sign characteristic of (T,H)

under unitary similarity.
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Notice that ĴC = J∗C and ĴR = J∗R where JC and JR are the matrices of (39) and (40), respectively.

However, an easy computation yields

(45)

F −1
k = F ∗

k = Fk
FkFkFk = Fk

F2k [
(µj + iνj)Ik +GkFk 0

0 (µj − iνj)Ik +GkFk
]F2k

= [
(µj − iνj)Ik + FkGk 0

0 (µj + iνj)Ik + FkGk
] .

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

for any positive integer k. Hence, if Q = ⊕
q
j=1 Flj ⊕ ⊕

s
j=1 F2mj , then QPε̂,JQ = Pε̂,J , QĴCQ = JC and

QĴRQ = JR. This means that (JC , Pε̂,J) and (JR, Pε̂,J) are unitarily similar over C and R to (ĴC , Pε̂,J) and

(ĴR, Pε̂,J), respectivley. Therefore,

Theorem 35 (“complex case”). Let T be H-self-adjoint, as in Theorem 32. Then there is an invertible

matrix S ∈ Cn×n such that JC = S−1TS and Pε̂,J = S∗HS where JC and Pε̂,J are the matrices of (39) and

(42), respectively, and (ε̂1, . . . , ε̂q) is an ordered family of signs +1 or −1 uniquely determined by (T,H) up

to a permutation of signs corresponding to equal Jordan blocks.

Theorem 36 (“real case”). Let T,H ∈ Rn×n be H-self-adjoint as in Theorem 33. Then there is an

invertible matrix S ∈ Rn×n such that JR = S−1TS and Pε̂,J = S∗HS where JR and Pε̂,J are the matrices of

(40) and (42) and (ε̂1, . . . , ε̂q) is an ordered family of signs +1 or −1 uniquely determined by (T,H) up to a

permutation of signs corresponding to equal Jordan blocks.

It follows immediately from Theorems 35 and 36 that J∗CPε̂,J = Pε̂,JJC and J∗RPε̂,J = Pε̂,JJR. This means

(Definition 31) that JC and JR are Pε̂,J -self-adjoint over C and R, respectively.

6.1. Application to the quadratic problem. Now let P (λ) = Mλ2 + Dλ + K be an Hermitian

quadratic matrix polynomial (with M nonsingular) and let CP and A be the matrices of (33) and (34),

respectively. Assume, as in the previous section, that (λ − αj)
lj are, for j = 1, . . . , q, the elementary divisors

of P (λ) (and of λA − ACP ) for the real eigenvalues, and (λ − µj − iνj)
mj and (λ − µj + iνj)

mj are, for

j = 1, . . . , s, the elementary divisors for the nonreal eigenvalues of P (λ) (and of λA − ACP ). Then, by

Theorem 26, λA−ACP is congruent to λPε,J −Pε,JJC or λPε,J −Pε,JJR according as λA−ACP is complex

Hermitian or real symmetric, respectively. Now, C∗
PA = ACP (see (35)); that is, CP is A-self-adjoint (over C

or R). Also, by Corollary 25 there is an invertible matrix S ∈ F2n×2n such that Pε,J = S∗AS, JC = S−1CPS

or JR = S−1CPS according as F = C or R, respectively. This implies that JC and JR are Pε,J -self-adjoint

over C and R, respectively, and, also, that (CP ,A) and (JC , Pε,J) are unitarily similar over C, and (CP ,A)

and (JR, Pε,J) are unitarily similar over R.

On the other hand, it follows from Theorems 35 or 36 that (CP ,A) is either unitarily similar to (JC , Pε̂,J)

over C or unitarily similar to (JR, Pε̂,J) over R.

We see, as a consequence of the invariance of the sign characteristic of (CP ,A) under unitary similarity,

that ε = ε̂ up to a permutation of signs corresponding to equal elementary divisors. In conclusion, bearing

in mind Proposition 30,

Proposition 37. Let P (λ) =Mλ2+Dλ+K be an n×n Hermitian quadratic matrix polynomial with M

nonsingular, and let CP and A be the matrices of (33) and (34), respectively. Then the sign characteristic

of (CP ,A) is the ST-sign characteristic of P (λ) and this is the sign characteristic of λA −ACP .
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Remark 38. That the sign characteristic of (CP ,A) is the same as the sign characteristic of λA−ACP
can be obtained directly from Theorem 21 and [7, Theorem 5.10.1] in the complex case and Theorem 20 and

[7, Theorem 6.3.1 ] in the real case. For completeness, we have also studied their relation with the ST-sign

characteristic of P (λ).

7. The quadratic problem: Making the connection.

7.1. Nonsingular leading coefficient. We will show in this section that in Proposition 37 (where

detM ≠ 0), the sign characteristics of P (λ) and λA−ACP as matrix polynomials coincide. As a consequence,

the elementary divisors associated with the real eigenvalues of P (λ) and their sign characteristics can be

obtained by either a direct application of Rellich’s Theorem to P (λ) (Theorem 2) or by computing the

appropriate canonical form (LC(λ) of (28)), or LR(λ) of (27)) for λA −ACP . Keep in mind that, as we are

assuming that detM ≠ 0, P (λ) has no infinite elementary divisors.

The Gohberg, Lancaster, Rodman approach to the sign characteristic of complex Hermitian and real

symmetric matrix polynomials takes the sign characteristic of the pair (CP ,A) as reference (see, for example,

[5, Section 1.3], [6, 10.5] or [7, Section 12.4]). This is also the case for [3] and [2]. We will use [7, Section 12.4]

because it includes both the complex and real cases and, for convenience, we will restrict the theory to either

complex Hermitian or real symmetric quadratic matrix polynomials. Generalization to matrix polynomials

of any degree is straightforward.

Given P (λ) of (1) with M∗ = M , D∗ = D, K∗ = K, and detM ≠ 0, let (X,T,H−1X∗) be a self-

adjoint standard tripe of P (λ) (see Definition 23) Then (see item (c) of Definition 22) HT = T ∗H, i.e., T is

H-self-adjoint.

In [7, Section 12.4], the “sign characteristic” of P (λ) is defined to be the sign characteristic of (T,H)

under unitary similarity (see Definition 34). Let us call this collection of signs the Gohberg-Lancaster-Rodman

sign characteristic (GLR-sign characteristic, for short) of P (λ). Note that it is well defined because if

(X1, T1,H
−1
1 X∗

1 ) and (X2, T2,H
−1
2 X∗

2 ) are standard self-adjoint triples of P (λ), then, by Definition 23, they

are similar. This implies that (T1,H1) and (T2,H2) are unitarily similar (see Section 6) and so they have

the same sign characteristic under unitary similarity (Definition 34 and Theorems 32 and 33).

In summary, we have several “‘sign characteristics” associated with an Hermitian quadratic matrix

polynomial. In fact, let X0, CP , and A be the matrices of (33) and (34). If (λ − αj)
lj , j = 1, . . . , q, are the

elementary divisors of P (λ) for the real eigenvalues, we have:

● The sign characteristic of P (λ) as an analytic matrix function for λ ∈ R, (ρ1, . . . , ρq), under param-

eter dependent unitary similarity (Definition 8).

● The LR-sign characteristic of the linearization λA−ACP , (η̂1, . . . , η̂q), under congruence (Theorems

13 and 14).

● The inertial signature of λA −ACP , (η̃1, . . . , η̃q), under congruence (Theorems 15 and 16).

● The sign characteristic of λA − ACP as an analytic matrix function for λ ∈ R, (η1, . . . , ηq), under

parameter dependent unitary similarity (Definition 8).

● The ST-sign characteristic of P (λ), (ε1, . . . , εq), under similarity of self-adjoint standard triples

(Definition 29).

● The GLR-sign characteristic of P (λ),(ε̂1, . . . , ε̂q), which is the sign characteristic of (CP ,A) under

unitary similarity (Definition 34).
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We are now in position to link together all these “sign characteristics.”

First, we have seen in Section 4.3, as a consequence of Corollary 19 and Theorems 20 and 21, that

(46) − η̃j = ηj = {
η̂j if lj odd

−η̂j if lj even
, j = 1, . . . , q.

On the other hand, by Proposition 30,

(47) εj = ηj , j = 1, . . . , q.

Also, since (X0,CP ,A
−1X0) is a self-adjoint standard triple of P (λ), the GLR-sign characteristic of P (λ) is

the sign characteristic of (CP ,A) which, in turn, by Proposition 37, is the ST -sign characteristic of P (λ).

Hence

(48) ε̂j = εj , j = 1, . . . , q.

Finally, Theorem 12.5.2 of [7] (see also [5, Theorem 3.7] and [6, Theorem 12.5]) ensures that the GLR-sign

characteristic of P (λ) is the sign characteristic of Definition 8 applied to P (λ). We state this result for the

readers’ convenience (compare with Theorem 5).

Theorem 39. Let P (λ) be the Hermitian matrix polynomial of (1) with detM ≠ 0 and let v1(λ),. . . ,

vn(λ) be real analytic functions for real λ such that

det(vj(λ)In − P (λ)) = 0, j = 1, . . . , n.

Let α1 < α2 < ⋯ < αr be the distinct real eigenvalues of P (λ). For every i = 1, . . . , r, there is an αi such that

vj(λ) = (λ − αi)
mijνij(λ), mij ≥ 0,

where νij(αi) ≠ 0 is real. Then the nonzero numbers among mi1,. . . , min are the partial multiplicities of

P (λ) associated with αi, and signνij(αi) (for mij ≠ 0) is the sign attached to the partial multiplicity mij of

P (λ) at αi in its GLR-sign characteristic.

Hence,

(49) ε̂j = ρj , j = 1, . . . , q.

A straightforward consequence of (46)–(49) is that ηj = ρj , j = 1, . . . , q. That is to say:

Theorem 40. When detM ≠ 0, the sign characteristics of P (λ) and λA − ACP , as analytic matrix

functions for λ ∈ R (Definition 8), coincide.

Recalling that in [3] and [2] the sign characteristic of (CP ,A) is taken as definition of the sign charac-

teristic of P (λ), we can recover Theorem 5.3 of [3] for the particular case of quadratic Hermitian matrix

polynomials with nonsingular leading coefficient:

Theorem 41. A 2n × 2n Hermitian linear pencil L(λ) is an Hermitian strong linearization of P (λ) of

(1) with M∗ =M , D∗ = D, K∗ = K, and detM ≠ 0 that preserves its sign characteristic if and only if it is

congruent to λA −ACP .
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Let us recall now that

(50) L̂P (λ) ∶= λA −ACP = [
D M

M 0
]λ + [

K 0

0 −M
] ,

is not of the form (6) for any choice of real parameters a1 and a2. However, it is congruent to

(51) [
0 In
In 0

] L̂P (λ) [
0 In
In 0

] = [
0 M

M D
]λ + [

−M 0

0 K
] =∶ LP (λ),

which is, indeed, the linearization of P (λ) of the form (6) with a1 = 0 and a2 = 1. It follows then that

both L̂P (λ) and LP (λ) have the same elementary divisors and the same sign characteristic. Actually, it is

easily seen using Rellich’s theorem (Theorem 2) and (51) that both, LP (λ) and L̂p(λ) (as Hermitian analytic

matrices of λ ∈ R) have the same eigenvalue functions. Thus, when detM ≠ 0, LP (λ) of (51) is a linearization

of P (λ) with the form (6) which preserves its sign characteristic.

Figure 3 depicts the eigenvalue functions of the linearization LP (λ) (and L̂P (λ)) for the real symmetric

quadratic matrix polynomial P (λ) of (19) whose eigenvalue functions are illustrated in Figure 1.

One may also ask whether all strong linearizations of the form (6) are congruent for any given Hermitian

quadratic matrix polynomial. The answer is in the negative. Figures 6 and 7 depict the eigenvalue functions

of the linearizations λAR +BR of P (λ) of (19) with a1 = 1/4, a2 = 1/2 and a1 = 1/2, a2 = −1, respectively. It

is apparent that both linearizations do not have the same sign characteristic and so they are not congruent.

In particular, if we compare the graphics in Figures 1 and 7, we see that the linearization with a1 = 1/2,

a2 = −1 does not reproduce the sign characteristic of P (λ).

7.2. Singular leading coefficient. So far (in this section), we have been assuming detM ≠ 0 and

in this case we have found that the linearization LP (λ) of (51) (or L̂P (λ) of (50)) preserves the sign

characteristic of P (λ). In addition, LP (λ) is of the form (6) with a1 = 0 and a2 = 1. Consider now the case

detM = 0 but M ≠ 0 and recall that the pencils of (6) are strong linearizations of P (λ) provided that a1
and a2 are not both zero and −a2

a1
/∈ σ(P ). When detM = 0, and a1 = 0, a2 = 1 the latter condition is not

satisfied because P (λ) has infinity as an eigenvalue. In this case, it follows from [15, Theorem 4.3 (Strong

Linearization Theorem)] that LP (λ) is not a linearization of P (λ).

Figure 6. Eigenvalue functions of the

linearization (6) of P (λ) in (19) with a1 = 1
4

and a2 = 1
2

.

Figure 7. Eigenvalue functions of the

linearization (6) of P (λ) in (19) with a1 = 1
2

and a2 = −1.
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Nevertheless, Rellich’s Theorem 2 can be used to provide strong linearizations of P (λ), with the form

of (6), which preserve its sign characteristic for both the finite elementary divisors associated with real

eigenvalues and the infinite elementary divisors. This is the goal of Section 9 where a characterization of

such linearizations will be obtained (Theorem 44). This characterization is based on an observation about

the relationship between the eigenvalue functions of quadratic Hermitian matrix polynomials and their

linearizations of (6) (see (59)) which we analyze in the next section.

8. The eigenvalue functions of P (λ) and those of a linearization. Let P (λ) be the Hermitian

quadratic matrix polynomial of (1). Looking at P (λ) and any of its linearizations of (6) as Hermitian analytic

matrices of real variable λ ∈ R, we can use Theorem 2 to obtain two Rellich reductions: one for P (λ), and

one for its a1, a2-dependent, 2n×2n linearization λAC +BC (of equation (8)) or λAR +BR (of equation (7)).

Recall that we are under the assumptions a1 ≠ 0 or a2 ≠ 0 and −a2
a1

/∈ σ(P ). Thus, we have (replace λAC +BC
by λAR +BR in what follows if the coefficient matrices of P (λ) are real):

(52) P (λ) = U(λ)V (λ)U(λ)∗ and λAC +BC =H(λ)DC(λ)H(λ)∗,

where V (λ), DC(λ) are analytic diagonal matrix functions, and

U(λ)∗U(λ) = In, H(λ)∗H(λ) = I2n for all λ ∈ R.

Substituting in (9) we obtain

(53) H(λ)DC(λ)H(λ)∗ [
λIn
In

] = [
a1In
a2In

]U(λ)V (λ)U(λ)∗,

Multiply this relation on the left and right by

[
U(λ)∗ 0

0 U(λ)∗
] and U(λ),

respectively, to obtain

(54) [
U(λ)∗ 0

0 U(λ)∗
]H(λ)DC(λ)H(λ)∗ [

U(λ) 0

0 U(λ)
] [

λIn
In

] = [
a1In
a2In

]V (λ).

Now define the 2n × 2n matrix function

(55) G(λ) ∶=H(λ)∗ [
U(λ) 0

0 U(λ)
] , λ ∈ R.

We see that G(λ)∗G(λ) = I2n, (G(λ)) is analytic unitary) and (53) implies

(56) G(λ)∗DC(λ)G(λ) [
λIn
In

] = [
a1In
a2In

]V (λ), λ ∈ R.

This statement already provides a link between the n Rellich eigenvalue functions of P (λ) (diagonal

entries of V (λ) on the right) and the 2n eigenvalue functions of its linearization λAC +BC (diagonal entries

of DC(λ) on the left), see (52), but we can do better:
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Theorem 42. Given P (λ) of (1) with M∗ = M , D = D∗, K = K∗, and the two Rellich reductions of

(52), define the 2n × n matrix function

(57) W (λ) ∶=
1

√
1 + λ2

H(λ)∗ [
λIn
In

]U(λ), λ ∈ R.

Then W (λ)∗W (λ) = In for all λ ∈ R and the diagonal matrix functions V (λ), DC(λ) of (52) satisfy

(58) W (λ)∗DC(λ)W (λ) =
a1λ + a2
1 + λ2

V (λ), λ ∈ R.

Proof. Using the fact that, when λ ∈ R, U(λ)∗U(λ) = In and H(λ)H(λ)∗ = I2n the unitary-like property

W (λ)∗W (λ) = In is easily verified. Then, using (52) and (57), with λ ∈ R,

W (λ)∗DC(λ)W (λ) =
1

1 + λ2
[ λU(λ)∗ U(λ)∗ ]H(λ)DC(λ)H(λ)∗ [

λU(λ)

U(λ)
] .

Recalling the definition (55), we obtain

W (λ)∗DC(λ)W (λ) =
1

1 + λ2
[ λIn In ]G(λ)∗DC(λ)G(λ) [

λIn
In

] ,

with G(λ)∗G(λ) = I2n. Thus, using (56), when λ ∈ R,

(59) W (λ)∗DC(λ)W (λ) =
1

1 + λ2
[ λIn In ] [

a1In
a2In

]V (λ) =
a1λ + a2
1 + λ2

V (λ),

as required.

A consequence of (58) is that for each λ ∈ R the eigenvalues of λAC + BC and a1λ+a2
1+λ2 P (λ) interlace

(see Corollary 43 below) in a way that we will explain now. This result will not be explicitly used in the

developments to come, but it will form the basis for a relationship between the sign characteristics of P (λ)

and its linearizations of (6) in Section 9.

In equations (52) (cf. equations (16) and (17)), we write the diagonal matrix of eigenvalue functions of

P (λ) and λAC +BC in the form

(60) V (λ) = Diag[v1(λ), v2(λ), . . . , vn(λ)],

and

(61) DC(λ) = Diag[d1(λ), d2(λ), . . . , d2n(λ)],

respectively. For each λ ∈ R let δ1(λ) ≥ δ2(λ) ≥ ⋯ ≥ δ2n(λ) be the ordered eigenvalues of λAC +BC . That is

to say, δ1(λ) ≥ δ2(λ) ≥ ⋯ ≥ δ2n(λ) is for each λ ∈ R the sequence (d1(λ), d2(λ), . . . , d2n(λ)) arranged in non-

increasing order. Similarly, let µ1(λ) ≥ µ2(λ) ≥ ⋯ ≥ µn(λ) be the sequence a1λ+a2
1+λ2 (v1(λ), v2(λ), . . . , vn(λ))

arranged, for each λ ∈ R, in nonincreasing order. Again, µ1(λ) ≥ µ2(λ) ≥ ⋯ ≥ µn(λ) are for each λ ∈ R the

ordered eigenvalues of the Hermitian matrix a1λ+a2
1+λ2 P (λ). Notice that δi(λ) and µj(λ) may not be analytic

functions forλ ∈ R. For instance, in Figure 8, which shows the eigenvalues of the linearization λAR +BR of

P (λ) of Example 10(b), δ1(λ), δ2(λ), δ4(λ), and δ6(λ) are analytic functions in R but δ3(λ) and δ5(λ) are

not analytic at 1.
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Figure 8. Eigenvalues of λAR +BR = [ 0
M

M
D

]λ+[−M
0

0
K

] where M , D, and K are the coefficients of the quadratic system

of Example 10(b).

Corollary 43. With the above notation, for each λ ∈ R, the following interlacing inequalities between

the eigenvalues of λAC +BC and a1λ+a2
1+λ2 P (λ) are satisfied:

(62) δi(λ) ≥ µi(λ) ≥ δi+n(λ), 1 ≤ i ≤ n.

Proof. Condition (58) means that a1λ+a2
1+λ2 V (λ) is, for each λ ∈ R, the n × n leading principal submatrix

of a 2n × 2n matrix, A(λ) say, which is unitarily similar to DC(λ). Hence, A(λ) is Hermitian and unitarily

similar to λAC +BC for each λ ∈ R. Therefore, δ1(λ) ≥ ⋯ ≥ δ2n(λ) are its eigenvalues. On the other hand,

µ1(λ) ≥ ⋯ ≥ µn(λ) are the eigenvalues of a1λ+a2
1+λ2 V (λ) for each λ ∈ R. Using the Poincaré separation theorem

([9, Corollary 4.3.16]), we get the desired interlacing inequalities.

We illustrate with the Examples 10(a) and 10(b) and their linearizations defined by a1 = 1/2, a2 = −1

and a1 = 0, a2 = 1, respectively. The eigenvalue functions of the corresponding a1λ+a2
1+λ2 P (λ) and λAR+BR are

depicted in Figures 9 and 10, respectively. It can be seen that the interlacing inequalities (62) are satisfied.

As remarked at the end of Section 7.1, P (λ) of Example 10 (a) and its linearization λAR +BR of (7)

with a1 = 1/2, a2 = −1 do not have the same sign characteristic for the eigenvalues −1.2496 and 0 (see Figures

1 and 7). However, Figure 9 shows that a1λ+a2
1+λ2 P (λ) and λAR + BR do have the same sign characteristic

attached to all real eigenvalues. This is not a particular property of these matrices, but a general property

of any quadratic P (λ) and its linearizations L(λ) of (6), as we see in the next section where we explore the

relationship between the sign characteristics of (a1λ + a2)P (λ) and that of the linearizations L(λ) of P (λ)

of the form (6). This will allow us to obtain strong linearizations of P (λ) of the form (6) which preserves

the sign characteristic of the finite real eigenvalues as well as those at infinity.

9. Strong linearizations of quadratic Hermitian systems preserving the sign characteristic.

Let P (λ) be the matrix polynomial of (1) with M =M∗, D = D∗, and K = K∗. We return to the notation
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Figure 9. Eigenvalue functions of a1λ+a2
1+λ2 P (λ) and

λAR +BR where P (λ) is the quadratic matrix polynomial of

Example 10 (a) and λAR +BR is its linearization of (7) with

a1 = 1/2, a2 = −1.

Figure 10. Eigenvalue functions of a1λ+a2
1+λ2 P (λ) and

λAR +BR where P (λ) is the quadratic matrix polynomial of

Example 10 (b) and λAR +BR is its linearization of (7) with

a1 = 0 and a2 = 1.

introduced in Section 4 and used in the subsequent sections: Thus, α1, . . . , αq ∈ R denote the real eigenvalues

of P (λ), including possible repetitions; (λ − α1)
l1 ,. . . , (λ − αq)

lq are the elementary divisors for the real

eigenvalues; and k1 ≤ k2 ≤ ⋯ ≤ kr are the exponents of the elementary divisors at infinity (or, equivalently,

the partial multiplicities of the eigenvalue at infinity).

We recall that if L(λ) is a linear pencil of the form (6) then it is a strong linearization of P (λ) provided

that a1 and a2 are not simultaneously zero and −a2
a1

/∈ σ(P ). In this case, L(λ) and P (λ) have the same finite

and infinite elementary divisors. Let εi(P ) and εi(L) be the sign characteristic of an elementary divisor

(λ − αi)
li for P (λ) and L(λ), respectively, and let εi∞(P ) and εi∞(L) be the sign characteristics of the

elementary divisor at infinity with exponent ki for P (λ) and L(λ), respectively.

Theorem 44. Let P (λ) be the Hermitian quadratic matrix polynomial of (1) and let L(λ) be a strong

linearization of (6). Then for each real eigenvalue α1, . . . , αq ∈ σ(P ) ∩ R = σ(L) ∩ R the following property

holds:

(63) εi(L) = sign(a1αi + a2)εi(P ), i = 1, . . . , q,

and for the eigenvalue at infinity,

(64) εi∞(L) = sign(a1)εi∞(P ), i = 1, . . . , r.

Proof. Rellich’s Theorem (Theorem 2) will be applied to both P (λ) and L(λ). Hence, without further

notice, we view these polynomial matrices as Hermitian analytic matrices of the real parameter λ ∈ R.

We assume first that a1 ≠ 0 and a2 ≠ 0 and recall that −a2
a1

/∈ σ(P ). Put X = −a1
a2
In and Y =

− (a1
a2

)
2
P (−a2

a1
). Then Y is an n × n constant invertible matrix and a computation shows that

[
λIn In
In X

]L(λ) [
λIn In
In X

] = (λa1 + a2) [
P (λ) 0

0 Y
] , λ ∈ R.
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Applying Rellich’s Theorem to P (λ) (see also (52)) there exists a unitary analytic matrix U(λ) and an

analytic matrix V (λ) = Diag(v1(λ), . . . , vn(λ)) such that P (λ) = U(λ)V (λ)U(λ)∗. Let

R(λ) = [
λIn In
In X

] [
U(λ) 0

0 U(λ)
] , λ ∈ R.

and observe that R(λ) is an Hermitian analytic matrix, detR(λ) ≠ 0 for λ ≠ −a2
a1

, and

R(λ)∗L(λ)R(λ) = (a1λ + a2) [
V (λ) 0

0 U(λ)∗Y U(λ)
] , λ ∈ R.

It follows from [6, Theorem 12.4] or [16, Theorem 2.7] that, since −a2
a1

/∈ σ(L), L(λ) and R(λ)∗L(λ)R(λ)

have the same sign characteristic for the finite real eigenvalues of L(λ). On the other hand, applying Rellich’s

Theorem to U(λ)∗Y U(λ), we conclude that the eigenvalue functions of this analytic matrix function are

those of Y . Since this matrix is Hermitian all its eigenvalue functions are constant; actually, they are the

eigenvalues of Y . This implies that the sign characteristic of L(λ) and (a1λ + a2)V (λ) coincide and so (63)

follows.

As for the eigenvalue at infinity, we must check the sign characteristics, εi0(P̂ ) and εi0(L̂), of the

elementary divisors λki of P̂ (λ) = revP (λ) and L̂(λ) = revL(λ), respectively, i = 1, . . . , r. First,

[
0 In
In 0

] revL(λ) [
0 In
In 0

] = [
a2K a1K

a1K a1D − a2M
]λ + [

a2D − a1K a2M

a2M a1M
]

which is the linearization of (6) for revP (λ) =Kλ2 +Dλ+M with the roles of a1 and a2 exchanged. Hence,

we can apply (63) to P̂ and L̂ for the eigenvalue 0 to obtain

εi0(L̂) = sign(a1)εi0(P̂ ), i = 1, . . . , r.

Bearing in mind that the sign characteristic of the eigenvalue at infinity and order k of any matrix polynomial

Q(λ) is, by definition (see Section 3), the sign characteristic of the elementary divisor λk of −revQ(λ), we

get εi∞(L) = −εi0(L̂) = sign(a1)(−εi0(P̂ )) = sign(a1)εi∞(P ). Thus, condition (64) follows.

Assume now that a1 = 0 and a2 ≠ 0 (recall that a1 = a2 = 0 is not possible). Then ∞ is not an eigenvalue

of P (λ) because −a2
a1

/∈ σ(P ). Therefore, detM ≠ 0. Observe that, in (6), L(λ) = a1L1(λ) + a2L2(λ) where

(65) L1(λ) = [
M 0

0 −K
]λ + [

D K

K 0
] , L2(λ) = [

0 M

M D
]λ + [

−M 0

0 K
] .

Thus, in this case, (6) reduces to L(λ) = a2L2(λ). It follows from Theorem 40 and (51) that L2(λ) and

P (λ) have the same sign characteristics for each (finite) elementary divisor. Then, εi(L) = sign(a2)εi(L2) =

sign(a2)εi(P ), i = 1, . . . , q. That is to say, (63) is satisfied and (64) does not apply because there are no

elementary divisors at infinity.

Finally, consider the case a2 = 0 and a1 ≠ 0. Then 0 /∈ σ(P ) and so, K is an invertible matrix. Now

L(λ) = a1L1(λ) and then L̂(λ) = a1L̂1(λ) where

L̂1(λ) = revL1(λ) = [
D K

K 0
]λ + [

M 0

0 −K
] .

By Theorem 40, L̂1(λ) has the same sign characteristics for the finite eigenvalues 1
α1

,. . . , 1
αq

and, if M is

singular, 0 as P̂ (λ) = revP (λ) =Kλ2 +Dλ +M . According to Tables 1 and 2:
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(i) for i = 1, . . . , q, εi(P ) = εi(P̂ ) if li is even and εi(P ) = −εi(P̂ ) if li is odd. Also, εi(L1) = sign(αi)εi(L̂1)

if li is even and εi(L1) = − sign(αi)εi(L̂1) if li is odd, and

(ii) if M is singular, εi∞(P ) = −εi0(P̂ ) and εi∞(L1) = −εi0(L̂1), i = 1, . . . , r.

Therefore, bearing in mind that the sign characteristics of P̂ (λ) and L̂1(λ) coincide,

εi∞(L) = −εi0(L̂) = − sign(a1)εi0(L̂1) = − sign(a1)εi0(P̂ ) = sign(a1)εi∞(P ).

Also, using item (i) above, for i = 1, . . . , q,

εi(P ) = sign(αi)εi(L1) = sign(αi) sign(a1)εi(L) = sign(a1αi)εi(L).

The theorem follows.

As a simple consequence of Theorem 44, we can obtain a characterization of the strong linearizations

of P (λ) of the form (6) which preserve the sign characteristics of its real eigenvalues and the eigenvalue at

infinity. The minimum real eigenvalue of P (λ) plays an important role in this characterization. Since the

focus is being placed on the sign characteristic, we are implicitly assuming that the eigenvalues of P (λ) have

been already computed (through a convenient strong linearization, for instance).

Corollary 45. Let P (λ) be the Hermitian quadratic matrix polynomial of (1) and let L(λ) be its

strong linearization of (6) such that −a2
a1

/∈ σ(P ). Let m = min{λ ∈ σ(P ) ∩R ∶ λ <∞}. Then L(λ) and P (λ)

have the same sign characteristics for the real eigenvalues and for the eigenvalue at infinity if and only if

(66) a1 > 0 and a1m + a2 > 0.

Proof. If L(λ) and P (λ) have the same sign characteristic for the infinite elementary divisor of order

ki, i = 1, . . . , r, then εi∞(L) = εi∞(P ). It follows from (64) that a1 > 0. Similarly, for each finite elementary

divisor (λ − αi)
li , εi(L) = εi(P ), i = 1, . . . , q. By (63) a1αi + a2 > 0, i = 1, . . . , q. In particular, a1m + a2 > 0.

Conversely, if a1 > 0, then it follows from (64) that εi∞(L) = εi∞(P ). On the other hand, if a1m+ a2 > 0

then a1αi + a2 ≥ a1m + a2 > 0 and then (63) implies εi(L) = εi(P ).

It was seen in (51) that when detM ≠ 0 the pencil LP (λ) = [ 0 M
M D ]λ+ [ −M 0

0 K ] is a linearization of P (λ)

of (1) which preserves its sign characteristic for the finite elementary divisors. However, by [15, Theorem 4.3

(Strong Linearization Theorem)], LP (λ) is not a linearization of P (λ) when detM = 0. It is an interesting

and easy consequence of Corollary 45 that this can be seen as a “limit situation.” Specifically, taking a2 = 1

in Corollary 45, and recalling (6), we get:

Corollary 46. With the notation of Corollary 45 let a ∈ R be any positive real number satisfying

ma > −1. Then

(67) La(λ) = [
aM M

M D − aK
]λ + [

aD −M aK

aK K
] ,

is an Hermitian strong linearization of P (λ) of (1) which preserves the sign characteristics for the elementary

divisors associated with real eigenvalues and with the eigenvalue at infinity. In addition,

(68) lim
a→0+

La(λ) = LP (λ),

where LP (λ) is the linear pencil of (51).
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It is noteworthy that La(λ) is a strong linearization of P (λ) of the form (6) with a2 = 1 and a1 = a > 0,

while LP (λ) is a pencil of the form (6) with a2 = 1 and a1 = 0 which is not a linearization of P (λ) when

detM = 0. The limit in (68) tells us that for values of (a1, a2) close enough to (0,1) we can always find

strong linearizations of P (λ) of the form (6) which preserve its sign characteristics for the finite and infinite

elementary divisors. The neighborhood where such values of (a1, a2) can be found depends on the smallest

real eigenvalue of P (λ).

We illustrate the results in this section with an example.

Example 47. Consider the reversal of the quadratic system of Example 10(a):

Q(λ) ∶= [
7 8 7
8 −6 8
7 8 7

]λ2 + [
1 4 1
4 −3 4
1 4 1

]λ + [
2 −1 0
−1 2 0
0 0 3

] ,

which has singular leading coefficient. This is the quadratic system of (21) whose eigenvalues, σ(Q) =

{∞,−0.1634 ± 0.2286i,−0.8003,0.2687}, were computed in Example 11. Its minimal real eigenvalue is, ap-

proximately, −0.8003 and so, according to Corollary 46, for any 0 < a < 1
0.8003

≈ 1.2496, La(λ) of (67) is a

strong linearization of Q(λ) which preserves the sign characteristics of the elementary divisors associated

with its finite real eigenvalues and with the eigenvalue at infinity.

Let us take a = 1 in (67):

(69) L1(λ) = [
M M

M D −K
]λ + [

D −M K

K K
] ,

with

M =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

7 8 7

8 −6 8

7 8 7

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, D =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 4 1

4 −3 4

1 4 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, K =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

2 −1 0

−1 2 0

0 0 3

⎤
⎥
⎥
⎥
⎥
⎥
⎦

.

The eigenvalue functions of Q(λ) for the finite elementary divisors associated with real eigenvalues are

depicted in Figure 4 (and in Figure 12 for reader’s convenience). And those of L1(λ) in Figure 11. It is clear

that the sign characteristic of the eigenvalues −0.8003 and 0.2687 are, for both Q(λ) and L1(λ), +1 and −1,

respectively.

Figure 11. Eigenvalue functions of the

linearization L1(λ)(cf. (69)) of the symmetric

quadratic matrix polynomial Q(λ) of Example

47.

Figure 12. Eigenvalue functions of the

symmetric quadratic matrix polynomial Q(λ)
of Example 47.
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Figure 13. Eigenvalue functions of

−revQ(λ) where Q(λ) is the symmetric

quadratic matrix polynomial of Example 47.

Figure 14. Eigenvalue functions of

−revL1(λ) where L1(λ) is the linearization in

(69) of Q(λ) of Example 47.

For the elementary divisors at infinity, we must compute the elementary divisors at 0 of −revQ(λ). But

−revQ(λ) = −P (λ) where P (λ) is the matrix of (19). We saw in Example 10 that 0 is an eigenvalue of P (λ)

with λ2 as elementary divisor. Hence, λ2 is also an elementary divisor of −revQ(λ) and so Q(λ) has an

elementary divisor at infinity of order 2. Figures 13 and 14 depict the graphics of the eigenvalue functions of

−revQ(λ) and −revL1(λ), respectively. It is apparent that the sign characteristics for the elementary divisor

λ2 of −revQ(λ) and −revL1(λ) coincide and are equal to −1. Hence, this is the sign characteristic for the

elementary divisor at infinity of Q(λ) and L1(λ).

10. Conclusions. A major technique for both spectral and numerical analysis of quadratic eigenvalue

problems requires the formulation of a linear eigenvalue problem which, as far as possible, retains spectral

properties of the quadratic system. However, there are also methods of spectral and numerical analysis which

work directly with the quadratic system. The methods of “perturbation theory” are also strongly connected.

In this paper, we have made connections between several such lines of attack on these problems.

Eigenvalue problems for symmetric quadratic matrix-valued functions of the form (1) can be approached

in two particular ways: either directly, by searching for the values of λ for which P (λ) is singular or, indirectly,

by first formulating an isospectral symmetric “linearization” of P (λ), say L(λ) as in (6), and then searching

for the values of λ for which L(λ) is singular.

In both cases, one may apply symmetry preserving reduction methods to the matrix function (either

P (λ) or L(λ)). Namely, either:

(1) unitary similarity applied to the Hermitian quadratic function P (λ) itself (Theorem 2), or

(2) congruence transformations applied to the Hermitian linear function L(λ) (Theorems 20 and 21).

When detM ≠ 0, Theorem 40 ensures that the “sign characteristics” (as well as the eigenvalues) of the

chosen linearization agree with those of P (λ) itself. When M is singular, Corollary 45 provides a characteri-

zation of the linearizations which preserves the sign characteristics for both finite and infinite real eigenvalues.
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Corollary 43 discloses interesting interlacing inequalities between the eigenvalues of the Hermitian matrices
a1λ+a2
1+λ2 P (λ) and the linearization λAC +BC (or λAR +BR if F = R) of P (λ) for each real λ.
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prove the exposition.
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