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LOWER BOUNDS FOR MAXIMAL CP-RANKS OF COMPLETELY POSITIVE

MATRICES AND TENSORS∗

WERNER SCHACHINGER†

Abstract. Let pn denote the maximal cp-rank attained by completely positive n × n matrices. Only lower and upper

bounds for pn are known, when n ≥ 6, but it is known that pn = n2

2

(
1 + o(1)

)
, and the difference of the current best upper

and lower bounds for pn is of order O
(
n3/2

)
. In this paper, that gap is reduced to O

(
n log logn

)
. To achieve this result, a

sequence of generalized ranks of a given matrix A has to be introduced. Properties of that sequence and its generating function

are investigated. For suitable A, the dth term of that sequence is the cp-rank of some completely positive tensor of order d.

This allows the derivation of asymptotically matching lower and upper bounds for the maximal cp-rank of completely positive

tensors of order d > 2 as well.
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1. Introduction and main results. In this paper, we consider completely positive matrices, as well

as tensors of order greater than two, and their cp-rank. An n× n matrix M is said to be completely positive

if for some k ∈ N there are vectors v1, . . . ,vk ∈ Rn+ such that there is a decomposition M =
∑k
i=1 viv

>
i ,

i.e., if M is in the convex hull CPn := conv{xx> : x ∈ Rn+}. A completely positive matrix M usually has

many such decompositions, and the cp-rank of M, cprM, is the smallest k allowing for such a decomposition.

Similarly, we call a tensor T ∈ CPn,d := conv{x⊗d : x ∈ Rn+} completely positive, and define cprT to be the

smallest k such that T =
∑k
i=1 v

⊗d
i for some v1, . . . ,vk ∈ Rn+. Clearly, we have CPn,2 = CPn. See the

fundamental textbook [3] and the recent survey [2] on completely positive matrices, and [14, 24, 25] for early

work on completely positive tensors for d > 2, with the cp-rank of a tensor first appearing in [24]. Checking

whether a tensor is completely positive is known to be NP-hard even in the d = 2 case, see [13]. The set

CPn constitutes a proper cone (it is pointed, convex, closed, and has nonempty interior). With respect to

the Frobenius inner product 〈A,B〉 := trace(AB>), CPn is dual to the cone COPn of symmetric copositive

matrices of order n.

An n × n matrix B is said to be copositive if x>Bx ≥ 0 for all x ∈ Rn+. The two cones CPn and

COPn play an important role in the field of copositive optimization, which establishes a connection between

discrete and continuous optimization, and has many real-world applications, see [6, 8, 12, 16]. See [22, 23, 29]

for some recent uses of completely positive tensors in the field of optimization. From [23, Proposition 1],

we know that CPn,d is also a proper cone for d ≥ 3. Furthermore, with respect to the inner product

〈A,B〉 := (vec(A))>vec(B), its dual cone, COPn,d, of symmetric copositive tensors, can be identified with

the cone of d-degree copositive forms, i.e., homogeneous polynomials P of degree d, satisfying P (x) ≥ 0

for x ∈ Rn+. Here vec denotes vectorization of a tensor, so vec is a linear map from Rn×···×n to Rnd , such

that for a1, . . . ,ad ∈ Rn (by abuse of notation) the outer product a1 ⊗ · · · ⊗ ad is mapped to the Kronecker
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product a1 ⊗ · · · ⊗ ad. The copositive form corresponding to B ∈ COPn,d is then PB(x) := 〈B,x⊗d〉. We

call ZB = {z ∈ ∆n : PB(z) = 0} the zero set of B, where ∆n := {x ∈ Rn+ : x>ηηηn = 1} denotes the standard

simplex, with ηηηn the all ones vector in Rn. A tensor B is contained in the boundary of COPn,d iff ZB is

nonempty. Tensors A ∈ CPn,d that are orthogonal to B ∈ COPn,d with finite zero set ZB, will play a central

role in this paper.

Our main results establish improved lower bounds for

p(d)
n := max {cprT : T ∈ CPn,d} ,

where for d = 2, we denote p
(2)
n by pn. Currently, pn is only known for 1 ≤ n ≤ 5, with (pn)1≤n≤5 =

(1, 2, 3, 4, 6), see [27]. For n ≥ 6, only lower and upper bounds are available:

pn ≤ sn :=

(
n+ 1

2

)
− 4,

see [26], and

(1.1) pn ≥ sn −
⌊

(n+ 5)(n− 3)

4

⌋
=

⌊
n2

4

⌋
, resp., pn ≥ sn − n

(√
2n− 3

2

)
,

where the first lower bound is the DJL bound. It was conjectured by Drew, Johnson and Loewy [15] to be

tight for n ≥ 4, but is now known to be not tight for n ≥ 7, see [9, 10]. Steps towards clarifying if it is tight

for n = 6 have been taken in [18, 28]. The second lower bound appears in [7], where it is also observed that

it is superior to the first one for n ≥ 15, and follows from a bound given in [10, Theorem 2.2], where also

some possible improvements are indicated, which however only affect the constant 3
2 . In this article we will

show

pn ≥
n2

2
−
(
2 log2 log n+ e2

)
n.

We are only aware of a single result in the literature concerning p
(d)
n with d > 2: In [17, Theorems 3.2 and

3.4] the case n = 2 is considered and the inequality p
(d)
2 ≤ 1 + bd2c shown. Furthermore, examples are given

showing equality in the range 4 ≤ d ≤ 10. Somewhat related, in [25, Corollary 3] it is shown that tensors

in a certain subset of CPn,d (the strongly symmetric, hierarchically dominated nonnegative tensors) have

cp-ranks upper bounded by
∑d
k=1

(
n
k

)
. In this article we will show a lower bound slightly stronger than

p(d)
n ≥

(
n

d

)
.

Our method of proof of these lower bounds is along the following lines: For given B ∈ COPn,d with ZB

finite, there exists A ∈ CPn,d with cprA equal to some number ρd(ZB) computable from ZB. This number is

regarded as being the dth term of a sequence ρ(ZB) = (ρk(ZB))k≥0 of generalized ranks of a matrix with row

set ZB. Being in need of ZB with ρd(ZB) large, we employ a construction that maps finite zero sets (ZBi)
n0

i=0

to some other finite zero set ZB, with Bi ∈ COPni,d for 0 ≤ i ≤ n0, and B ∈ COPN,d, with N =
∑n0

i=1 ni,

and succeed in expressing ρ(ZB) in terms of (ρ(ZBi))
n0

i=0. This constitutes a further major contribution of

this paper.

The paper is organized as follows: In Section 2, we consider tensors B on the boundary of COPn,d,
with ZB finite. For A ∈ CPn,d such that A ⊥ B, there is a strong connection between the zeros of B and

the cp-rank of A, that is dealt with in Corollary 2.2. Next, generalized ranks are introduced and studied
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in Propositions 2.4 and 2.5. In Section 3, we introduce generating polynomials for the sequence of rank

differences. In Section 4, we recall the operation ⊗⊕ , that was introduced in [10], which turns a set of

matrices relevant for our study into a semigroup. In Theorem 4.2, we show a homomorphism property: The

generating polynomial of a product is the product of the generating polynomials. In Section 5, we introduce

for any matrix U a further operation, with as many operands (again matrices) as the number of columns of

U, and determine the corresponding generating polynomial in Theorem 5.3. In Section 6, and Section 7, we

use the results from previous sections to derive lower bounds for p
(d)
n in the cases d > 2 and d = 2.

In this paper, vectors are denoted by bold lowercase letters, and their components in the corresponding

light letter. The zero vector and the ith standard unit vector of appropriate dimension are denoted by o and

ei, and In is the n× n identity matrix. Furthermore, we denote [k : `] := {n ∈ Z : k ≤ n ≤ `}, and rowspA,

colspA, and cokerA denote the row space, the column space, and the cokernel of a matrix A.

2. Zero sets of copositive forms and generalized ranks. The following lemma, which essentially

combines [9, Lemma 2.1], [10, Lemma 2.1], and Carathéodory’s theorem (see [3]), will be used for inferring

the existence of matrices, resp., tensors, of high cp-rank, and for deducing upper bounds for cp-ranks.

Lemma 2.1. Let V be an Euclidian vector space. Assume that U ⊆ V is such that C := coneU is a

proper cone. Denote by C∗ := {v ∈ V : 〈u,v〉 ≥ 0 for all u ∈ C} its dual cone. Moreover, for a fixed

v ∈ ∂C∗, define Z(v) := {u ∈ U : 〈v,u〉 = 0}, and let r := rankZ(v).

a) Assume u ∈ C with 〈v,u〉 = 0. Then for any representation u =
∑k
i=1 yiui with y ∈ Rk+ and

{u1, . . . ,uk} ⊆ U , we have {u1, . . . ,uk} ⊆ Z(v). For at least one such representation k ≤ r ≤ dimV

holds.

b) If Z(v) is finite, then there exists u ∈ C such that u =
∑k
i=1 yiui with y ∈ Rk+ and {u1, . . . ,uk} ⊆

Z(v) implies k ≥ r.

So, any vector in C orthogonal to v, when written as a nonnegative combination of vectors in U ,

exclusively uses vectors belonging to the set Z(v), there always being such a nonnegative combination that

uses no more than r vectors of Z(v). If Z(v) is finite, there is a vector in C that uses at least r vectors of

Z(v), whenever written as a nonnegative combination of vectors in U . We will use the lemma with V = Rnd

and U = {x⊗d : x ∈ ∆n}. Note that 〈x⊗d, ηηηnd〉 = 1 iff x>ηηηn = 1. Clearly, we then have C = CPn,d and

C∗ = COPn,d, where for B ∈ COPn,d, also Z(B) = {z⊗d : z ∈ ZB} holds. Noting that dim CPn,d =
(
n+d−1

d

)
,

Lemma 2.1 leads to the following corollary (see also [10, Lemma 2.2]):

Corollary 2.2. Let {u1, . . . ,uk} ⊆ Rn+ be the set of zeros of B ∈ COPn,d. Then there exists y ∈ Rk+

such that A :=
k∑
i=1

yiu
⊗d
i ∈CPn,d satisfies cprA= rank {u⊗d1 , . . . ,u⊗dk }. For any A ∈ CPn,d we have cprA ≤

dim CPn,d =
(
n+d−1

d

)
.

For notational convenience (we want rows of certain matrices to correspond to tensors), we will be

working with vectorized tensors, and thus, by ⊗ we henceforth denote the Kronecker product. We first

generalize the notion of two-rank, introduced in [10]:

For a matrix A=[a1, . . . ,ak]>∈Rk×n we let A〈2〉 :=[a1 ⊗ a1, . . . ,ak ⊗ ak]>∈Rk×n2

, and more generally

A〈m〉 :=[a⊗m1 , . . . ,a⊗mk ]>∈Rk×nm , and define the m-rank of A as

rank(m) A := rankA〈m〉 .
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In particular, we have A〈0〉 = ηηηk, and therefore, rank(0) A = 1 and rank(1) A = rankA. Alternatively,

rank(m) A = rankG(m), where G(m) is the m-th Hadamard (i.e., elementwise) power of the Gram matrix

G = AA> of the set of vectors {a1, . . . ,ak}.
Example 2.3.

A =




0 1

1 2

3 1

2 0


 =⇒ A〈2〉 =




0 0 0 1

1 2 2 4

9 3 3 1

4 0 0 0


 , A〈3〉 =




0 0 0 0 0 0 0 1

1 2 2 4 2 4 4 8

27 9 9 3 9 3 3 1

8 0 0 0 0 0 0 0


 ,

and therefore, rank(1) A = 2, rank(2) A = 3 and rank(3) A = 4.

We call a nonempty subset U of a vector space V pairwise linearly independent, iff either U = {v} with

v 6= o, or |U | ≥ 2 and U does not contain two different vectors that are linearly dependent. Some fundamental

observations concerning the sequence ρ(A) :=
(
rank(m) A

)
m≥0

are listed in the following propositions. Note

that for the zero matrix O ∈ Rk×n we have ρ(O) = (1, 0, 0, . . .).

Proposition 2.4. Let A = [a1, . . . ,ak]> ∈ Rk×n \ {O}. Then for any submatrix B of A we have

rank(m) B ≤ rank(m) A for all m ≥ 0, which we denote ρ(B) ≤ ρ(A). Moreover, ρ(A′) = ρ(A) holds, if any of

the following conditions is satisfied;

a) A′ = AQ, with Q ∈ Rn×n of full rank,

b) the columns of A′ consist of a maximal linearly independent subset of the column set of A,

c) the rows of A′ consist of a maximal subset of pairwise linearly independent vectors of the row set of

A (clearly, all such subsets are equal in size),

d) A′ = DPA, where P ∈ Rk×k is a permutation matrix and D ∈ Rk×k is a nonsingular diagonal matrix.

Proof. For the first assertion observe that B being a submatrix of A implies that B〈m〉 is a submatrix

of A〈m〉 for any m ≥ 0. Regarding a), we have by well known properties of Kronecker products (AQ)〈m〉 =

A〈m〉Q⊗m, with Q⊗m ∈ Rnm×nm of full rank. Therefore rank(m) A′ = rank(m) A. Turning to b) we first

observe that removing o columns from A will not change ρ(A). Then, by a), we may assume A = [b1, . . . ,bn]

and A′ = [b1, . . . ,b`], with ` < n being the maximal cardinality of any linearly independent subset of

the column set of A. Then there is Q ∈ Rn×n of full rank, such that AQ = [b1, . . . ,b`,o, . . . ,o], and

thus, ρ(A) = ρ(AQ) = ρ(A′), by a) and by removing o columns. Regarding c), we can clearly remove any

row consisting entirely of zeros from A without changing ρ(A). If two nonzero rows a> and ā> of A are

linearly dependent, then (a⊗m)> and (ā⊗m)> will be linearly dependent rows of A〈m〉 for any m ≥ 0. So,

removing the row ā> from A will not change ρ(A) either. For the proof of d), just note (PA)〈m〉 = PA〈m〉

and (DA)〈m〉 = DmA〈m〉.

Proposition 2.5. Let A ∈ Rk×n \ {O}. Then the sequence ρ(A) is eventually constant, that constant

being the maximal number of pairwise linearly independent vectors of the row set of A. Before reaching that

constant, the sequence is strictly increasing.

Proof. By Proposition 2.4 c), we may and do assume that the vectors in {a1, . . . ,ak} are pairwise in-

dependent. Since A〈m〉 has k rows for all m ≥ 0, k is an upper bound for ρ(A). By the assumed pairwise

independence, there is a vector u ∈ Rn such that a>i u 6= 0 for all i ∈ [1 : k]. By Proposition 2.4 d), we may

and do assume that a>i u = 1 for all i ∈ [1 : k]. Let now v ∈ Rn be linearly independent of u, such that

|{a>i v : i ∈ [1 : k]}| = k, (such v exists by the assumed pairwise independence of the rows of A) and find

qi, i ∈ [3 : n], such that Q := [u,v,q3, . . . ,qn] has full rank. Defining A′ := AQ and A2 := A[u,v], we have
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ρ(A2) ≤ ρ(A′) = ρ(A) by Proposition 2.4. The entries of the first column of A2 are all ones, those in the

second column of A2 are all different, therefore some k× k submatrix of A
〈k〉
2 is a Vandermonde matrix with

determinant
∏

1≤i<j≤k
(
a>j v − a>i v

)
6= 0. This shows rank(k) A2 = k, so the upper bound k is attained by

ρ(A). For what follows, we assume additionally w.l.o.g. that the first column of A, like that of A′ before,

consists of all ones. Then A〈m〉 is a submatrix of A〈m+1〉, and this implies containedness of left null spaces,

i.e., cokerA〈m+1〉 ⊆ cokerA〈m〉, and thus, rank(m+1) A ≥ rank(m) A, for any m ≥ 0, which means that ρ(A)

is increasing (and eventually constant with value k). The assumption rank(m+1) A = rank(m) A then implies

cokerA〈m+1〉 = cokerA〈m〉, i.e., for some nm × nm+1 matrix Q =
(
Inm |R

)
we have A〈m+1〉 = A〈m〉Q. Using

in several places the mixed-product property (A⊗ B)(C⊗ D) = AC⊗ BD, we now observe

A〈m+2〉 =

k∑

i=1

ei

[
(e>i A

〈m+1〉)⊗ (e>i A)
]

=

k∑

i=1

ei(e
>
i ⊗ e>i )(A〈m+1〉 ⊗ A)

=

k∑

i=1

ei(e
>
i ⊗ e>i )(A〈m〉 ⊗ A)(Q⊗ In) = A〈m+1〉(Q⊗ In),

showing cokerA〈m+2〉 = cokerA〈m+1〉. Thus, we obtain rank(m+2) A = rank(m+1) A, and induction yields

rank(i) A = rank(m) A for all i > m. We conclude that rank(m+1) A = rank(m) A implies rank(m) A = k, and

this completes the proof.

3. Generating polynomials and cyclically symmetric matrices. For matrices A we are now going

to introduce the generating function (indeed a polynomial) of the sequence of differences of ρ(A). This (and

some proofs to come) is facilitated by the following definition.

Definition 3.1. Let the rows of A ∈ Rk×n be pairwise linearly independent. We say that A is row-

adjusted (with `+ 1 blocks), if A =

[
A0...
A`

]
, with Ai ∈ Rai×n, ai > 0 for i ∈ [0 : `], and

rank(j) A = rank(j) A[0:j] =

j∑

i=0

ai, for j ∈ [0 : `],

where A[0:j] :=

[
A0...
Aj

]
for j ∈ [0 : `].

It is easy to see that if A is row-adjusted, then the numbers ` and (ai)i∈[0:`] are uniquely determined.

If for some permutation matrix P the matrix PA is also row-adjusted, then A and PA share the number of

blocks ` + 1 and the sequence of block sizes (ai)i∈[0:`]. Moreover, for any matrix A ∈ Rk×n with pairwise

linearly independent rows (but not for A = O), there is a permutation matrix P (in general not unique) such

that PA is row-adjusted.

Definition 3.2. For A ∈ Rk×n, we define its rank differences generating polynomial as

pA(x) = 1 +
∑

i≥0

(
rank(i+1) A− rank(i) A

)
xi+1.

Clearly, pA depends on A only via ρ(A). If the rows of A are pairwise linearly independent, we may

w.l.o.g. assume that A is row-adjusted, with block sizes (ai)i∈[0:`], leading to the representation pA(x) =∑`
i=0

(
rank(i) Ai

)
xi =

∑`
i=0 aix

i.
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Example 3.3. Let

A :=




0 1 1

1 2 0

1 3 1

0 4 0


 .

Then
(
rank(i) A

)
i∈[0:2]

= (1, 3, 4), and therefore pA(x) = 1+2x+x2. The matrix A is not row-adjusted, since

rank




0 1 1

1 2 0

1 3 1


 = 2 < 3.

Swapping third and fourth row of A yields the row-adjusted matrix

[
A0

A1

A2

]
, where A0 = [0 1 1], A1 =

[
1 2 0

0 4 0

]
,

and A2 = [1 3 1].

The following corollary easily follows from the preceding propositions.

Corollary 3.4. Let A ∈ Rk×n \ {O}. Then pA(x) is indeed a polynomial. All coefficients up to the

leading one are positive. The rows of A are pairwise linearly independent iff pA(1) = k. If D,P and Q are as

in Proposition 2.4, then for A′ := DPAQ, we have pA(x) = pA′(x).

We denote the support of a vector v=[v1, . . . , vn]> by I(v) :={i ∈ [1 : n] : vi 6=0}. For A=[a1, . . . ,ak]>∈
Rk×n and s⊆ [1 :n], we let Ks(A) := {j ∈ [1 : k] : s⊆ I(aj)}. Next, we let As := AKs(A)×[1:n] be the matrix

whose rows are those rows of A that have supports containing s. In particular A{} = A.

Definition 3.5. For A ∈ Rk×n, we define its multivariate rank differences generating polynomial as

p?A(x; z1, . . . , zn) :=
∑

s⊆[1:n]

pAs(x)
∏

i∈s
(zi − 1),

where in case that Ks(A) = {} we define pAs to be the zero polynomial.

Obviously, pA(x) = p?A(x; 1, . . . , 1) holds, and if P is an order k permutation matrix and Di, i ∈ {1, 2},
are nonsingular diagonal matrices of orders k and n, then for A′ := D1PAD2, we have p?A(x; z1, . . . , zn) =

p?A′(x; z1, . . . , zn). If P ∈ Rn×n is a permutation matrix, then p?AP(x; z1, . . . , zn) = p?A(x; zπ(1), . . . , zπ(n)),

where π is defined by e>i P = e>π(i) for i ∈ [1 : n].

Remark 3.6. a) Note that there is another representation of p?:

p?A(x; z1, . . . , zn) =
∑

s⊆[1:n]

qA,s(x)
∏

i∈s
zi,

where qA,s(x) :=
∑
s⊆t⊆[1:n](−1)|t|−|s|pAt(x), obtained by expanding the products

∏
i∈s(zi − 1) and inter-

changing the order of summation.

b) Note that if A ∈ Rk×n has no zero entry, then As = A for all s ⊆ [1 : n], and therefore

p?A(x; z1, . . . , zn) = pA(x)
∏n
i=1 zi.

Matrices having as their set of rows the set of zeros of certain cyclically symmetric matrices will play an

important role in the last section of this paper. With Sn denoting symmetric n×n matrices, we call A ∈ Sn
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cyclically symmetric (or symmetric circulant), if it satisfies A = P>AP, where P = (pij) is the n× n matrix

satisfying pij = 1 for j ≡ i + 1( modn), and otherwise pij = 0. That is, the vector Pv is a cyclic shift of

v ∈ Rn to the top by one position. We employ the notations Cn := {A ∈ Sn : A is cyclically symmetric},
and C(a) for a cyclically symmetric matrix whose first column is a.

Note that z ∈ Rn+ is a zero of a copositive form PB, where B ∈ COPn,d iff z is a global minimizer of PB

over ∆n with objective value PB(z) = 0. Optimality conditions for (strict) local minimizers of PB can be

found in [4, 5] for d = 2 and in [1] for d > 2. In the case d = 2, a local minimizer z of PB(x) = x>Bx is

said to enjoy strict complementarity, if (Bz)i > z>Bz for any i 6∈ I(z). Note that the Karush-Kuhn-Tucker

conditions at z ensure (Bz)i = z>Bz for any i ∈ I(z).

Theorem 3.7. Let the rows of U ∈ Rn×n be all different and coincide with the global minimizers of PB

over ∆n for some B ∈ Cn, with all those minimizers conforming to strict complementarity, and with all rows

of U being cyclic shifts of the first row u> of U. Then the following holds.

a) If n is prime, and the entries of U are rational numbers, then rankU = n.

b) If n ≥ 3 is odd and |I(u)| = n− 2, then rankU = n.

c) If n ≥ 4 is even and I(u) = [3 : n], then rankU = n− 1, but any proper subset of the set of rows of

U has full rank. Furthermore, rank(2) U = n.

d) If n ≥ 3 and I(u) = [3 : n], then, with εn =

{
2, for n even,
1, for n odd,

we have

p?U(x; z1, . . . , zn) = 1 + (n− 2)x+ xεn +
∑

∅6=s⊆[1:n]
Ks(U)6=∅

(
1 + (|Ks(U)| − 1)x

)∏

i∈s
(zi − 1).

Proof. a) Not all the entries of u can be equal, for otherwise all rows of U would coincide. Also the sum

of the entries of u is 1. Therefore, U is a circulant matrix with nonconstant rows and nonzero row sums, and

[21, Proposition 23] can be employed to deduce that detU 6= 0, which implies rankU = n.

b) Let v = u>Bu and B̄ = B − v ηηηnηηη>n ∈ Cn ∩ COPn. Then u and its cyclic shifts are the zeros of

PB̄. Let i, j ∈ [1 : n] be those two indices not contained in I(u). Then, there is c > 0 such that v := B̄u

satisfies vi = vj = c and vk = 0 for k ∈ I(u). Strict complementarity implies vi, vj > 0, and vi = vj
is justified as follows: Define a permutation π on [1 : n] by π(k) ≡ i + j − k( modn), and note that π

swaps i and j, but leaves the set I(u) unchanged: {π(k) : k ∈ I(u)} = I(u). Let the permutation matrix

R satisfy Rek = eπ(k) for k ∈ [1 : n]. Then R> = R, and by cyclic symmetry, we have RB̄R = B̄ which

further implies u>B̄u = u>RB̄Ru. Therefore u and Ru are both minimizers of PB̄ over ∆n with identical

supports, so they must be equal. (Since we are minimizing a quadratic function, there cannot exist two

different local minimizers with the same support, unless there are infinitely many such minimizers.) Thus,

(B̄u)i = (RB̄Ru)i = (RB̄u)i = e>i RB̄u = e>π(i)B̄u = e>j B̄u = (B̄u)j .

Let m be the greatest common divisor of n and j− i. Note that m and ` := n/m are both odd numbers.

Now assume that there is λ = [λ1, . . . , λn]> ∈ Rn \ {o} such that o =
∑n
k=1 λkP

ku. Then, multiplying from

the left by B̄, we obtain

o =

n∑

k=1

λkB̄P
ku =

n∑

k=1

λkP
kB̄u = c

n∑

k=1

λk(ei−k + ej−k) = c




λi−1 + λj−1
λi−2 + λj−2

...
λi−n + λj−n


 ,

where here and in the rest of this proof indices are computed modulo n with remainders in [1 : n]. For each
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r ∈ [1 : m− 1] we are led to

λr = −λj−i+r = λ2(j−i)+r = · · · = λ(`−1)(j−i)+r = −λr,

from which we deduce λkm+r = 0, for all 0 ≤ k < `, i.e., we have shown λk = 0 for all k ∈ [1 : n]. Therefore,

rankU = n.

c) Proceeding as in the proof of b), we have i = 1, j = 2,m = 1, and ` = n is now even. Therefore the

chain of equations λ1 = −λ2 = λ3 = · · · = −λn has a solution depending on one parameter. We deduce, that

the cokernel of U is spanned by the vector w := [−1, 1,−1, 1, . . . ,−1, 1]> ∈ Rn, so we have rankU = n− 1.

Since |I(w)| = n, any proper subset of the set of rows of U has full rank. Noting that no two rows of U are

proportional and U has corank 1, we get by Proposition 2.5 that rank(2) U = n, see also [19, Lemma A.3].

d) It follows from b) and c) that pU(x) = 1 + (n − 2)x + xεn . Moreover, since proper subsets of the

set of rows of U always have full rank by b) and c), we have rankUs = |Ks(U)|, and therefore pUs(x) =

1 + (|Ks(U)| − 1)x, for Ks(U) 6= ∅.

Example 3.8. The set of rows of the matrix

U :=
1

11
C([5, 3, 0, 0, 3]>) =

1

11




5 3 0 0 3

3 5 3 0 0

0 3 5 3 0

0 0 3 5 3

3 0 0 3 5




is precisely the set of global minimizers of B := C([3, 0, 2, 2, 0]>) ∈ C5 (and the set of zeros of

B − 15
11ηηη5ηηη

>
5 ∈ C5 ∩ COP5), and those conform to strict complementarity. Another such pair (of order

7) is B = C([4, 0, 1, 2, 2, 1, 0]>), U = 1
66C([20, 16, 7, 0, 0, 7, 16]>).

Note that matrices U as in Theorem 3.7 d) exist for any n ≥ 3, see [11, Theorem 5] for a construction

using B := C([2 cos θ,−1, 0, . . . , 0,−1]>) ∈ Cn with 2π
n < θ < 2π

n−1 .

In Section 7, for U ∈ Rn×n as in Theorem 3.7, we will need to evaluate p?U(x; z1, . . . , zn) at polynomials

zi = pVi(x). The following corollary will be of help in that regard.

Corollary 3.9. For fixed n ≥ 5 let 0 < m < n and let U satisfy the conditions of Theorem 3.7 d), and

let a, b be polynomials in x. Then, up to terms of order 3,

p?U(x; 1+ax, . . . , 1+ax︸ ︷︷ ︸
m times

, 1+bx, . . . , 1+bx︸ ︷︷ ︸
n−m times

) = 1 + (n− 2)x+ xεn + (1 + (n− 3)x)(ma+ (n−m)b)x

+ 1
2

(
ma+ (n−m)b

)2
x2 − 1

2 (ma2 + (n−m)b2)x2 +O(x3).

Proof. Note that n ≥ 5 ensures that Ks(U) 6= ∅ for s ⊆ [1 : n] satisfying |s| ≤ 2. More precisely, if

|s| = 1 then |Ks(U)| = n− 2. If s = {1, 2} or any of its cyclic shifts, then |Ks(U)| = n− 3, and in all other
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cases of |s| = 2, we have |Ks(U)| = n− 4. This results in

p?U(x; 1+ax, . . . , 1+ax, 1+bx, . . . , 1+bx) = pU(x) + pU{1}(x)(ma+ (n−m)b)x

+ pU{1,2}(x)
(
(m− 1)a2 + (n−m− 1)b2 + 2ab

)
x2

+ pU{1,3}(x)
((
m−1

2

)
a2 +

(
n−m−1

2

)
b2 + (m(n−m)− 2)ab

)
x2

+O(x3)

= 1 + (n− 2)x+ xεn + (1 + (n− 3)x)(ma+ (n−m)b)x

+
((
m
2

)
a2 +

(
n−m

2

)
b2 +m(n−m)ab

)
x2 +O(x3),

using pU{1,2}(x) = 1+(n−4)x = 1+O(x), pU{1,3}(x) = 1+(n−5)x = 1+O(x), and a final rearrangement

completes the proof.

4. A certain product and its relation to generating polynomials. We will first recall the oper-

ation ⊗⊕ , that has been introduced in [10] and related to the Kathri-Rao product (see [20]), and that turns

an important set of matrices into a semigroup, with generating polynomials giving rise to a homomorphism.

For matrices U ∈ Rk×n and V ∈ R`×m we construct the following k` × (n + m) matrix, whose rows

are all the combinations [u>,v>] of rows u> of U and rows v> of V, denoted as U⊗⊕V = [U⊗ ηηη` |ηηηk ⊗ V].

Furthermore, in multiple products, we start multiplying from the left, U⊗⊕V⊗⊕W := (U⊗⊕V)⊗⊕W etc. and

note that changing the order in which multiplications are carried out would result in a permutation of the

rows of the resulting product.

Example 4.1. If A =

[
1 0

0 3

]
and B =

[
1 1 1

2 1 2

]
, then A⊗⊕B =




1 0 1 1 1

1 0 2 1 2

0 3 1 1 1

0 3 2 1 2


.

Theorem 4.2. Let A ∈ RNA×nA ,B ∈ RNB×nB share the following properties:

(i) the rows are pairwise linearly independent,

(ii) the all ones vector is contained in the column space.

Then A⊗⊕B satisfies (i) and (ii) as well, and pA⊗⊕B(x) = pA(x)pB(x).

Proof. We may assume that both A and B are row-adjusted, with `+ 1, resp., m+ 1, blocks, individual

blocks Ai, resp., Bi, having ai, resp., bi rows. Because of (ii) there are ααα ∈ RnA and βββ ∈ RnB such that

Aααα = ηηηNA
, Bβββ = ηηηNB

. We let C := A⊗⊕B and observe that C satisfies (i) and (ii). Because of (i), up to a

permutation of the rows, C is equal to some row-adjusted matrix
[
C>0 | · · · |C>`+m

]>
, with ck the number of

rows of Ck. We claim that we may use

C0 = A0⊗⊕B0, C1 =

[
A0⊗⊕B1

A1⊗⊕B0

]
, C2 =



A0⊗⊕B2

A1⊗⊕B1

A2⊗⊕B0


 , etc.,

with Ck a stack of matrices (Ai⊗⊕Bk−i)i∈[max(0,k−m):min(k,`)] for k∈ [0 : `+m]. It is easy to see that the row

sets of (Ck)k∈[0:`+m] indeed constitute a partition of the row set of C. We note for further use that for given

matrices U,V any of the matrices (U〈i〉 ⊗ V〈k−i〉)i∈[0:k] is a submatrix of (U⊗⊕V)〈k〉, with all those matrices

having the same number of rows, and that rank (U ⊗ V) = rankU rankV holds. For the proof of C[0:`+m]

being row-adjusted, we proceed in two steps.
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Step 1: For k ∈ [0, `+m], we have rank(k) C[0:k] =
k∑
i=0

ci:

In order to show that C
〈k〉
[0:k] has full row rank, we let N := [max(0, k−m) : min(k, `)] and assume that there

are vectors (ui)i∈N of fitting dimension such that

∑

i∈N
u>i
(
A[0:i]⊗⊕Bk−i

)〈k〉
= o>.

Assuming that for some j ∈ N we have already shown that ui = o for i < j, we are led to∑
i∈Nj u

>
i

(
A[0:i]⊗⊕Bk−i

)〈k〉
= o>, whereNj := N∩[j : +̀m]. It follows that

∑
i∈Nj u

>
i

(
A
〈j〉
[0:i] ⊗ B

〈k−j〉
k−i

)
= o>

holds. Since A is row-adjusted, for any i ∈ Nj there is a matrix Qij such that A
〈j〉
[0:i] = QijA

〈j〉
[0:j] holds. Then,

with identity matrix I of fitting size,

A
〈j〉
[0:i] ⊗ B

〈k−j〉
k−i = QijA

〈j〉
[0:j] ⊗ I B

〈k−j〉
k−i = (Qij ⊗ I)

(
A
〈j〉
[0:j] ⊗ B

〈k−j〉
k−i

)
.

So, denoting v>i := u>i (Qij ⊗ I) for i ∈ Nj , and µ := max(0, k − `), we arrive at

u>j

(
A
〈j〉
[0:j] ⊗ B

〈k−j〉
k−j

)
+

∑

i∈Nj ,i>j
v>i

(
A
〈j〉
[0:j] ⊗ B

〈k−j〉
k−i

)
= w>

(
A
〈j〉
[0:j] ⊗ B

〈k−j〉
[µ:k−j]

)
= o>,

where the components of w> are permuted components of [u>j ,v
>
j+1, . . . ,v

>
min(k,`)]. Since A

〈j〉
[0:j] ⊗ B

〈k−j〉
[µ:k−j]

has full row rank by our assumptions, we have w = o and therefore uj = o. By induction, we conclude that

ui = o for every i ∈ N . Therefore C
〈k〉
[0:k], which is, up to a permutation of the rows, a stack of matrices((

A[0:i]⊗⊕Bk−i
)〈k〉)

i∈N
, has full row rank.

Step 2: For k ∈ [0, `+m], we have rank(k) C = rank(k) C[0:k]:

The left hand side cannot be smaller then the right hand side, since C[0:k] is a submatrix of C. It cannot be

larger either since rowspC〈k〉 ⊆ rowspC
〈k〉
[0,k]. We will prove the latter property of row spaces by showing

(4.2) K > k =⇒ rowspC
〈k〉
[0,K] ⊆ rowspC

〈k〉
[0,K−1].

We will employ the following two lemmas.

Lemma 4.3. Let k ∈ N, a> a row of A, b> a convex combination of rows of B, and λλλ ∈ RNB such that

(b>)〈k〉 = λλλ>B〈k〉. Then (a>⊗⊕b>)〈k〉 = λλλ>(a>⊗⊕B)〈k〉.

Proof. Note that b> = µµµ>B with µµµ ∈ ∆NB implies b>βββ = µµµ>Bβββ = µµµ>ηηηNB = 1. Next, observe that

(a>⊗⊕b>)〈k〉 can be decomposed into 2k submatrices, where to any k̄ ∈ [0 : k] and any subset of [1 : k] of

size k̄ there corresponds a submatrix built from k̄ factors b> and k− k̄ factors a> in an order determined by

that subset. Up to a permutation of the columns, that submatrix equals (a>)〈k−k̄〉⊗ (b>)〈k̄〉. So, we are left

with showing that (a>)〈k−k̄〉 ⊗ (b>)〈k̄〉 = λλλ>
(
(a>)〈k−k̄〉 ⊗ B〈k̄〉

)
, which would follow from (b>)〈k̄〉 = λλλ>B〈k̄〉

holding for k̄ ∈ [0 : k]. Now the latter equality holds for k̄ = k by assumption. Assuming, it has been shown

for k̄ + 1 ∈ [1 : k], we prove it for k̄ via

(b>)〈k̄〉=(b>βββ)(b>)〈k̄〉=
(

(b>)〈k̄〉⊗b>
)

(Ink̄B
⊗βββ)=(b>)〈k̄+1〉(Ink̄B

⊗βββ)=λλλ>B〈k̄+1〉(Ink̄B
⊗βββ)

=

NB∑

i=1

λi

(
(ei
>B)〈k̄〉⊗(ei

>B)
)

(Ink̄B
⊗βββ)=

NB∑

i=1

λi(ei
>B)〈k̄〉(ei

>Bβββ)=λλλ>B〈k̄〉.

This completes a proof by induction.
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Lemma 4.4. Let i, j, k ≥ 0, i+ j ≥ k− 1,a> a row of A and b> a row of B, and λλλ,µµµ of fitting dimension

satisfying (a>)〈i〉 = λλλ>A
〈i〉
[0:i], (b

>)〈j〉 = µµµ>B
〈j〉
[0:j]. Then

(a>⊗⊕b>)〈k〉 = λλλ>(A[0:i]⊗⊕b>)〈k〉 +µµµ>(a>⊗⊕B[0:j])
〈k〉 − (λλλ⊗µµµ)>(A[0:i]⊗⊕B[0:j])

〈k〉.

Proof. We use an analogous decomposition into 2k submatrices as in the proof of Lemma 4.3, which

necessitates investigation of the right hand side term

(4.3) λλλ>
(
A
〈k−k̄〉
[0:i] ⊗ (b>)〈k̄〉

)
+µµµ>

(
(a>)〈k−k̄〉 ⊗ B

〈k̄〉
[0:j]

)
− λλλ>A〈k−k̄〉[0:i] ⊗µµµ>B

〈k̄〉
[0:j].

Note that k̄ ∈ [0 : k] implies either k − k̄ ≤ i or k̄ ≤ j. As in the proof of Lemma 4.3 we have λλλ>A
〈k−k̄〉
[0:i] =

(a>)〈k−k̄〉 for k− k̄ ∈ [0 : i], and µµµ>B
〈k̄〉
[0:j] = (b>)〈k̄〉 for k̄ ∈ [0 : j]. Therefore, second and third term in (4.3)

cancel out if k − k̄ ≤ i, and first and third term in (4.3) cancel out if k̄ ≤ j, leaving (a>)〈k−k̄〉 ⊗ (b>)〈k̄〉 in

both cases, which is the corresponding left hand side term.

Continuing with the proof of (4.2), we assume K > k and let c> be a row of C[0:K]. Then there are

i◦, j◦ ≥ 0 satisfying i◦ + j◦ = K, such that c> = a>⊗⊕b>, where a> is a row of A[0:i◦] and b> is a row of

B[0:j◦]. When i◦ = 0, we use (b>)〈k〉 = λλλ>B
〈k〉
[0:k] with suitable λλλ, and Lemma 4.3 to deduce

(c>)〈k〉 ∈ rowsp (a>⊗⊕B[0,k])
〈k〉 ⊆ rowspC

〈k〉
[0,k] ⊆ rowspC

〈k〉
[0,K−1].

We also find (c>)〈k〉 ∈ rowspC
〈k〉
[0,K−1] when j◦ = 0. Assuming now min(i◦, j◦) > 0, we let i := i◦−1 ≥ 0 and

j := j◦ − 1 ≥ 0, which satisfy i + j ≥ k − 1. Since A,B are row-adjusted, all the hypotheses of Lemma 4.4

are fulfilled, and we conclude that (c>)〈k〉 ∈ rowsp

[
A[0:i◦−1]⊗⊕B[0:j◦]

A[0:i◦]⊗⊕B[0:j◦−1]

]
〈k〉
⊆ rowspC

〈k〉
[0,K−1]. This completes

Step 2.

Since A[0:k]⊗⊕B is a submatrix of C and C[0:k] is a submatrix of A[0:k]⊗⊕B, the assertion made in Step 2

implies

(4.4) rank(k) C = rank(k) (A[0:k]⊗⊕B),

noted for later use. By our construction, pA⊗⊕B(x) = pC(x) =
`+m∑
i=0

cix
i, where the coefficient [xk]pC(x) =

ck = rank(k) Ck =
∑min(k,`)
i=max(0,k−m) aibk−i = [xk]pA(x)pB(x), which shows pA⊗⊕B(x) = pA(x)pB(x).

Remark 4.5. Equality of constant and linear terms, and an inequality for the coefficients of x2, of

pA⊗⊕B(x) and pA(x)pB(x) was shown in [10, Lemma 15ab]. For pA⊗⊕B(x) = pA(x)pB(x) to hold, property

(ii) is indispensable; see the following example: Let A := I1 and B :=




1 1

1 3

2 1

2 3


, with ηηη4 6∈ colspB, and

C := A⊗⊕B =




1 1 1

1 1 3

1 2 1

1 2 3


. Then pC(x) = (1 + x)2 6= 1 + x+ x2 + x3 = pA(x)pB(x). Property (i) is however not

required: For A,B not both conforming to (i), let Ā, B̄ be maximal submatrices of A,B composed of pairwise

linearly independent rows. Then Ā⊗⊕ B̄ is a maximal submatrix of A⊗⊕B composed of pairwise linearly

independent rows. So, if both A,B (and hence, Ā, B̄) conform to (ii), we have pA⊗⊕B(x) = pĀ⊗⊕ B̄(x) =

pĀ(x)pB̄(x) = pA(x)pB(x).
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Here is a slight generalization of Theorem 4.2.

Theorem 4.6. Let A,B satisfy property (i) of Theorem 4.2, and let u ∈ RnA ,v ∈ RnB be such that Au

and Bv have no zero components. Let C := [A⊗ Bv|Au⊗ B]. Then pC(x) = pA(x)pB(x).

Proof. By our assumptions there are nonsingular diagonal matrices DA,DB such that DAAu = ηηηNA
and

DBBv = ηηηNB
. We use those to define Ā := DAA, B̄ := DBB, and C̄ := (DA⊗DB)C = [Ā⊗ηηηNB

|ηηηNA
⊗B̄] = Ā⊗⊕ B̄.

Then, by Proposition 2.4 d) and Theorem 4.2, pC(x) = pC̄(x) = pĀ(x)pB̄(x) = pA(x)pB(x), noting that (ii) of

Theorem 4.2 is satisfied for Ā, B̄, because of Āu = ηηηNA
, B̄v = ηηηNB

.

Remark 4.7. Assuming row-adjustedness of A,B in Theorem 4.6, a row-adjusted representation of C

can be constructed along the lines of the proof of Theorem 4.2, with [Ai ⊗ Bk−iv|Aiu ⊗ Bk−i] replacing

Ai⊗⊕Bk−i. Equation (4.4) then implies

rank(k) C = rank(k) C̄ = rank(k) (Ā[0:k]⊗⊕ B̄) = rank(k) [A[0:k] ⊗ Bv|A[0:k]u⊗ B].

Furthermore, if A,B of Theorem 4.6 additionally satisfy property (ii) of Theorem 4.2, then we have ρ(C) =

ρ(A⊗⊕B).

5. Constructing complicated zero sets from simpler ones. Here we will introduce for any matrix

U a further operation, with as many operands (again matrices) as the number of columns of U. If all involved

matrices are composed of rows from some zero sets of copositive forms of the same degree, then the result

of the operation will also be such a matrix, and its generating polynomial can be expressed in terms of the

generating polynomials of the involved matrices, which will be the content of Theorem 5.3.

For a k × n matrix A and α ∈ R, we define

α ? A :=

{
αA, α 6= 0,

[0, . . . , 0] ∈ R1×n, α = 0.

Next, let U be a k × n matrix and let for i ∈ [1 : n] the matrices Vi be ki ×mi matrices. Define

⊗⊕
U(V1, . . . ,Vn) :=




(u11 ? V1)⊗⊕ · · · ⊗⊕(u1n ? Vn)
...

(uk1 ? V1)⊗⊕ · · · ⊗⊕(ukn ? Vn)


 ,

and observe that this matrix has
∑n
i=1mi columns. Its number of rows will turn out to be p?U(1, k1, . . . , kn),

in case that all matrices U,V1, . . . ,Vn are row-stochastic and have no repeated rows.

A matrix A ∈ [0, 1]k×n is called row-stochastic, if Aηηηn = ηηηk. Denote byR the set of all row-stochastic ma-

trices of any dimension with no repeated rows. So, matrices in R have properties (i) and (ii) of Theorem 4.2.

Furthermore, define for each d ≥ 2 the following set of matrices:

Rd := {U ∈ R : the rows of U are all the zeros of some copositive form of degree d}.

Remark 5.1. Note that U ∈ Rd =⇒ U ∈ Rd′ for all d′ ≥ d: The set of zeros of a copositive form f(x)

of degree d defined for x ∈ Rn coincides with the set of zeros of (ηηη>nx)d
′−df(x), which is a copositive form

of degree d′.

Lemma 5.2. Let U∈Rj×n, V∈R`×m, with U,V∈R. Let W :=
⊗⊕

U(V, I1, . . . , I1). Then pW(x) = pU(x) +

pU{1}(x)(pV(x)− 1) = p?U(x; pV(x), 1, . . . , 1) holds.
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More generally, with V at position k, i.e., for Wk :=
⊗⊕

U(I1, . . . , I1︸ ︷︷ ︸
k−1

,V, I1, . . . , I1︸ ︷︷ ︸
n−k

), we have pWk
(x) =

pU(x) + pU{k}(x)(pV(x)− 1) = p?U(x; 1, . . . , 1︸ ︷︷ ︸
k−1

, pV(x), 1, . . . , 1︸ ︷︷ ︸
n−k

).

Proof. The equality pU(x) + pU{1}(x)(pV(x) − 1) = p?U(x; pV(x), 1, . . . , 1) follows from the definition of

p?U. To prove pW(x) = pU(x)− pU{1}(x) + pU{1}(x)pV(x), we consider a special case first.

If K{1}(U) = {}, i.e., pU{1} is the zero polynomial, then W = [O|U], with O the j ×m−1 zero matrix, if

m > 1, and W = U, if m = 1, resulting in pW(x) = pU(x) via Proposition 2.4 b).

Assuming now K{1}(U) 6= {}, we let Ū := U{1} and let ¯̄U consist of those rows of U whose first

component is 0, so we have ¯̄Ue1 = o. We assume w.l.o.g. that U, Ū are row-adjusted with κ, resp., κ̄

blocks, cf. Definition 3.1, and that the rows of ¯̄U are partitioned as ¯̄U> =
[

¯̄U>0 | . . . | ¯̄U>κ
]

= ¯̄U>[0:κ], such that

the blocks of U additionally satisfy Uk =

[
Ūk
¯̄Uk

]
. We let ūk, ¯̄uk, and uk = ūk+ ¯̄uk denote the numbers of rows

of Ūk,
¯̄Uk, and Uk, for k ∈ [0 : κ], also allowing for ūk = 0 or ¯̄uk = 0, corresponding to empty blocks Ūk,

¯̄Uk.

E.g., we have ūk = 0 for κ̄ < k ≤ κ, and ¯̄u0 = 0, forced by u0 = ū0 = 1. This also shows that the blocks
¯̄Uk do not constitute a row-adjusted representation of ¯̄U, since rank(k) ¯̄U = rank(k) ¯̄U[0:k] does not hold in

general, defining rank(k) B = 0 for k ≥ 0, if B is an empty block. Still we have rank(k) ¯̄U[0:k] =
∑k
i=0

¯̄ui for

k ∈ [0 : κ], as well as pU(x)− pŪ(x) =
∑κ
k=0

¯̄ukx
k.

We make use of ρ(W) = ρ(Ŵ), where Ŵ :=

[
Ū⊗ ηηη` Ūe1 ⊗ V

¯̄U O

]
is obtained from W by permuting

columns and inserting an additional linearly dependent column W [ ηηηmo ] in front. We define W̄ :=

[Ū ⊗ ηηη`|Ūe1 ⊗ V] and ¯̄W := [¯̄U|O]. Using Remark 4.7, we observe rank(k) (Ū⊗⊕V) = rank(k) W̄ =

rank(k) [Ū[0:k] ⊗ ηηη`|Ū[0:k]e1 ⊗ V], which, also employing the definition of blocks (¯̄Ui)i∈[0,κ], leads to

rank(k)

[
W̄
¯̄W

]
= rank(k)

[
Ū[0:k] ⊗ ηηη` Ū[0:k]e1 ⊗ V

¯̄U[0:k] O

]
= rank(k) W̄ + rank(k) ¯̄U[0:k],

the second equality following from rowsp
(
Ū
〈k〉
[0:k]

)
∩ rowsp

(
¯̄U
〈k〉
[0:k]

)
= {o>}. Finally,

rank(k)Ŵ = rank(k)(Ū⊗⊕V) +

k∑

i=0

¯̄ui, for k ∈ [0 : κ],

and thus, pW(x)=pŪ⊗⊕V(x)+
∑κ
k=0

¯̄ukx
k=pŪ(x)pV(x)+pU(x)−pŪ(x). The lemma’s last assertion now follows

easily from Proposition 2.4 a) and properties of p?.

The next theorem generalizes Lemma 5.2.

Theorem 5.3. Let U be a k × n matrix and let for 1 ≤ i ≤ n the matrices Vi be ki ×mi matrices. If

U,V1, . . . ,Vn ∈ R, then also W :=
⊗⊕

U(V1, . . . ,Vn) ∈ R, and pW(x) = p?U(x; pV1
(x), . . . , pVn(x)) holds. If

U,V1, . . . ,Vn ∈ Rd, then also W ∈ Rd.

Proof. It is easily seen that U,V1, . . . ,Vn ∈ R implies W ∈ R, so we turn to pW(x). We are going to
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construct W by replacing matrices I1 in U =
⊗⊕

U(I1, . . . , I1) by Vk one by one, i.e., we consider

W(n) :=
⊗⊕

U(I1, . . . , I1︸ ︷︷ ︸
n−1

,Vn),

W(n−1) :=
⊗⊕

W(n)(I1, . . . , I1︸ ︷︷ ︸
n−2

,Vn−1, I1, . . . , I1︸ ︷︷ ︸
mn

) =
⊗⊕

U(I1, . . . , I1︸ ︷︷ ︸
n−2

,Vn−1,Vn),

and generally, for k ∈ [2 : n],

W(k−1) :=
⊗⊕

W(k)(I1, . . . , I1︸ ︷︷ ︸
k−2

,Vk−1, I1, . . . , I1︸ ︷︷ ︸
mk+···+mn

) =
⊗⊕

U(I1, . . . , I1︸ ︷︷ ︸
k−2

,Vk−1,Vk, . . . ,Vn),

with W = W(1) the result of all n replacements. By Lemma 5.2, we have

pW(k−1)(x) = p?W(k)(x; 1, . . . , 1︸ ︷︷ ︸
k−2

, pVk−1
(x), 1, . . . , 1︸ ︷︷ ︸

mk+···+mn

)

= pW(k)(x) + p
W

(k)

{k−1}
(x)
(
pVk−1

(x)− 1
)
.

We are now going to show by induction that for k ∈ [1 : n], we have

(5.5) pW(k)(x) =
∑

s⊆[k:n]

pUs(x)
∏

i∈s

(
pVi(x)− 1

)
,

the case k = 1 being the assertion of the theorem. Clearly, by Lemma 5.2, (5.5) is satisfied for k = n.

Next, we assume that (5.5) has already been shown for all k ∈ [k̄ : n], with k̄ ≥ 2. We observe that

W
(k)
{k−1} =

⊗⊕
U{k−1}(I1, . . . , I1︸ ︷︷ ︸

k−1

,Vk, . . . ,Vn) holds, so equation (5.5) with U{k−1} in place of U then also implies

(5.6) p
W

(k)

{k−1}
(x) =

∑

s⊆[k:n]

pUs∪{k−1}(x)
∏

i∈s

(
pVi(x)− 1

)

for k ∈ [k̄ : n]. This leads to

pW(k̄−1)(x) = pW(k̄)(x) + p
W

(k̄)

{k̄−1}
(x)
(
pVk̄−1

(x)− 1
)

=
∑

s⊆[k̄:n]

pUs(x)
∏

i∈s

(
pVi(x)−1

)
+
∑

s⊆[k̄:n]

pUs∪{k̄−1}(x)
∏

i∈s∪{k̄−1}

(
pVi(x)−1

)

=
∑

s⊆[k̄−1:n]

pUs(x)
∏

i∈s

(
pVi(x)−1

)
,

i.e., (5.5), and thus (5.6), also hold for k = k̄ − 1, completing the proof by induction. Finally assume

U,V1, . . . ,Vn ∈ Rd. Decompose x = [x>1 , . . . ,x
>
n ]> ∈ Rm1+···+mn such that xi ∈ Rmi for 1 ≤ i ≤ n, and let

y := [ηηη>m1
x1, . . . , ηηη

>
mnxn]> ∈ Rn. Let fU : Rn → R, fVi : Rmi → R, 1 ≤ i ≤ n be copositive forms of degree

d, such that the rows of U are the zeros of fU and the rows of Vi are the zeros of fVi for 1 ≤ i ≤ n. Then the

rows of W are all the zeros of fW(x) := fU(y) +
∑n
i=1 fVi(xi), and clearly, fW is a copositive form of degree

d. This shows that W ∈ Rd.
Remark 5.4. Define a partial order ≺ on polynomials p, q ∈ R[x], such that q ≺ p iff p − q has

nonnegative coefficients. Then pi, qi ∈ 1 + xR[x], 0 ≺ qi ≺ pi for i ∈ [1 : n] implies p?U( · ; q1, . . . , qn) ≺
p?U( · ; p1, . . . , pn) for U such as in Theorem 5.3.
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6. Completely positive forms of degree ≥ 3. We will first present copositive forms of degree 3 and

4 having zero sets that allow for rather direct computation of the generating polynomials. Copositive forms

of degree larger than 4 having those same two zero sets are easily obtained. Extracting coefficients then

leads to Theorem 6.3, stating a lower bound for p
(d)
N that asymptotically matches the upper bound, derived

from Carathéodory’s theorem.

For later use, in the following lemma we derive the rank differences generating polynomials of some

particular matrices with entries in {−1, 1}.
Lemma 6.1. Let, for N ≥ 2, the row set of BN ∈R2N−1×N be the set {1}×{−1, 1}N−1. Then we have

pBN (x) = (1 + x)N−1.

Proof. We may and do assume that the rows of BN are colexicographically ordered. Then B2 =
(

1 −1
1 1

)

has full rank 2, and therefore pB2
(x) = 1+x, so the assertion of the lemma is true forN = 2. By Remark 3.6 b)

we then have p?B2
(x; z1, z2) = (1 + x)z1z2. Next we observe

B3 =




1 −1 −1

1 1 −1

1 −1 1

1 1 1


 =

⊗⊕1 −1

1 1


([

1 −1

1 1

]
, 1

)
=
⊗⊕

B2(B2, 1).

More generally, we have BN+1 =
⊗⊕

B2
(BN , 1) for N ≥ 2, leading to

pBN+1
(x) = p?B2

(x; pBN (x), 1) = (1 + x)(1 + x)N−1 = (1 + x)N ,

which completes the proof by induction.

Proposition 6.2. For any N ∈N, there exist matrices AN ∈R3 and A′N ∈R4 with N columns, with all

entries of A′N strictly positive, such that pAN (x)=pA′N (x)=(1+x)N−1 holds.

Proof. For N = 1, we may choose A1 = A′1 = 1, yielding pA1(x) = pA′1(x) = 1, and we may thus assume

N ≥ 2. Note that

f(x1, . . . , xN ) :=
N∑

i=2

xi

(
Nxi −

N∑

j=1

xj

)2

is a copositive form of degree 3 with zero set

ZN =
{
x ∈ ∆N : xi ∈ {0, 1

N } for 2 ≤ i ≤ N
}
.

We have |ZN | = 2N−1, and define the matrix AN with row set equal to ZN . As in the proof of Lemma 6.1,

we assume that the rows of AN are colexicographically ordered, and with the matrix BN from that proof,

we have

BN = ANQN ,

where QN = (qi,j)1≤i,j≤N satisfies qi,1 =1 for i ∈ [1 :N ], qi,i=2N−1 for i ∈ [2 :N ], and qi,j=−1 in all other

cases. For example, for N = 3 we have

A3Q3 =
1

3




3 0 0

2 1 0

2 0 1

1 1 1







1 −1 −1

1 5 −1

1 −1 5


 =




1 −1 −1

1 1 −1

1 −1 1

1 1 1


 = B3.
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Now QN has full rank because of detQN =(2N)N−1, so pAN (x)=pBN (x)=(1+x)N−1 by Proposition 2.4 and

Lemma 6.1. For the construction of A′N , we use

g(x1, . . . , xN ) :=

N−1∑

i=1

((
N + 1

2

)2
(xi+1 − xi)2 −

( N∑

j=1

xj

)2)2

,

which is a copositive form of degree 4 with zero set

Z ′N =

{
x ∈ ∆N : |xi+1 − xi| =

2

N(N + 1)
for 1 ≤ i < N

}

completely contained in the relative interior of ∆N . Denoting δN = 2
N(N+1) , it is quite easy to check that

x ∈ Z ′N implies xi ≥ δN for all i ∈ [1 :N ]. (Assuming xi < δN , note xj = xi + (xj − xi) ≤ xi + |j − i|δN <

(|j − i|+ 1)δN for all j ∈ [1 : N ]. This results in

1 =

N∑

j=1

xj < δN +

i∑

j=2

jδN +

N−i+1∑

j=2

jδN ≤ δN
N∑

j=1

j =

(
N + 1

2

)
δN = 1,

a contradiction.) Now define A′N composed of rows x ∈ Z ′N , such that their first differences ∆x := (x2 −
x1, x3 − x2, . . . , xN − xN−1) ∈ {−δN , δN}N−1 are colexicographically ordered. For example,

A′3 =
1

18




9 6 3

5 8 5

7 4 7

3 6 9


 ,

because (up to factors δ3 = 1
6 ) we have (−1,−1) < (1,−1) < (−1, 1) < (1, 1). Again, there is a simple

correspondence between matrices A′N and matrices BN from Lemma 6.1, namely BN = A′NQ′N , where

Q′N = (q′i,j) satisfies q′i,1 = 1 for i ∈ [1 :N ], q′i,i+1 =−
(
N+1

2

)
for i ∈ [1 :N−1], q′i,i=

(
N+1

2

)
for i ∈ [2 :N ], and

q′i,j=0 in all other cases. E.g., for N = 3, we have

A′3Q
′
3 =

1

18




9 6 3

5 8 5

7 4 7

3 6 9







1 −6 0

1 6 −6

1 0 6


 =




1 −1 −1

1 1 −1

1 −1 1

1 1 1


 = B3.

It is an easy exercise to show detQ′N = N
(
N+1

2

)N−1
, so Q′N has full rank, and the proof continues as

before.

Theorem 6.3. Let d ∈ N satisfy d ≥ 3. Then

(
N

d

)
<

d∑

i=0

(
N − 1

i

)
≤ p(d)

N ≤
(
N + d− 1

d

)
,

i.e., p
(d)
N =

(
N

d

)(
1 +O

(
d2

N

))
, uniformly in d, as N →∞.

Proof. By Remark 5.1, the matrix AN defined in Proposition 6.2 satisfies AN ∈Rd. From pAN (x) =

(1 + x)N−1, the left hand inequality

p
(d)
N ≥ rank(d) AN =

d∑

i=0

(
N − 1

i

)
≥
(
N − 1

d

)
+

(
N − 1

d− 1

)
=

(
N

d

)
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follows via Corollary 2.2. The right hand inequality follows from Carathéodory’s theorem, see also Corol-

lary 2.2. Finally, from
(
N+d−1

d

)
−
(
N
d

)
≤ (e− 1)d

2

N

(
N
d

)
, holding for fixed d, if N is large enough, we see that

we have derived asymptotically matching lower and upper bounds, and the last assertion follows. We prove

the latter inequality by restricting our attention to N = d2 + d− 1 +m with m ≥ 0, for which we observe

(
N + d− 1

d

)/(
N

d

)
=

d−1∏

k=0

(
1 +

d− 1

d2 +m+ k

)
≤
(

1 +
d− 1

d2 +m

)d

≤ exp

(
d(d− 1)

d2 +m

)
≤ 1 + (e− 1)

d(d− 1)

d2 +m
≤ 1 + (e− 1)

d2

N
,

using 1 + x ≤ ex ≤ 1 + (e− 1)x for 0 ≤ x ≤ 1.

7. An improved lower bound for the cp-rank of completely positive matrices. We will con-

struct a sequence (J (k))k≥1 of sets of matrices, each set J (k) = {J(k)
N :N≥1} containing one matrix of each

order N , starting with J (1) ={IN :N≥1}. We then use matrices as considered in Theorem 3.7 together with

matrices from J (k) in the construction introduced in Section 5 to build matrices of the set J (k+1), keeping

one matrix of each order, that achieves a high 2-rank. A lower bound for the maximal 2-rank achieved by the

order N matrices in
⋃
k≥1 J (k), yielding a lower bound for pN , will be presented in Theorem 7.4. Choosing

members of J (k) optimally is possible with computer assistance for small orders, and some results will be

presented in Table 1. We start with two Lemmas.

Lemma 7.1. Let f(x) = x2

2 + CN
(
N
x

)α
be defined on ]0,∞[, with C,α,N > 0 satisfying CαN1+α >

32+α. Then

f∗ := min
n≥5
n odd

f(n) ≤ (Cα)
2

2+α

(
1

2
+

1

α

)
N

2+2α
2+α + 4 + 2α.

Proof. We note that f is strictly convex and readily find x∗ := (Cα)
1

2+αN
1+α
2+α and f(x∗) =

(Cα)
2

2+α
(

1
2 + 1

α

)
N

2+2α
2+α , the minimum of f among the positive reals, where the condition on C,α,N is

equivalent to x∗ > 3. Defining κ := 2
⌈
x∗−1

2

⌉
+ 1, we have max(5, x∗) ≤ κ ≤ x∗ + 2, and thus, f∗ ≤ f(κ).

By Taylor’s Theorem,

f(κ) = f(x∗) + f(κ)− f(x∗) ≤ f(x∗) +
(κ− x∗)2

2!
max

x∗≤x≤κ
f ′′(x) ≤ f(x∗) + 2(2 + α),

where we used |κ− x∗| ≤ 2, monotonicity of f ′′(x) = 1 + Cα(α+ 1)N1+αx−2−α, and f ′′(x∗) = 2 + α.

Lemma 7.2. Let N,n, ` ∈ N satisfy N = m(`+1) + (n−m)` = n` + m with 0 ≤ m < n. Then, for

0 ≤ α ≤ 1,

m(`+ 1)1+α + (n−m)`1+α ≤ N1+α

nα
+
α

4
N.

Proof. By some straightforward manipulations, we have

(7.7) m(`+ 1)2 + (n−m)`2 =
n2`2 + 2n`m+m2 +m(n−m)

n
=
N2

n
+
m(n−m)

n
,

with m(n−m)
n ≤ n

4 . Then, for α ∈ [0, 1] we use Jensen’s and Bernoulli’s inequalities, together with (7.7), to
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obtain

m(`+ 1)1+α + (n−m)`1+α = N
(
m(`+1)
N (`+ 1)α + (n−m)`

N `α
)

≤ N
(
m(`+1)
N (`+ 1) + (n−m)`

N `
)α

= N
(
N
n + m(n−m)

Nn

)α

≤ N
(N
n

+
n

4N

)α
≤ N1+α

nα

(
1 +

α

4

n2

N2

)
≤ N1+α

nα
+
α

4
N.

Proposition 7.3. Define constants αk := 1
2k−1

, Ck := (1− 2−k)21−kαk for k ∈ N, and dk := 2k − 1−
αk−1 for k ≥ 2, and d1 := −1. Then, for any k,N ∈ N there is a matrix J

(k)
N ∈ R2 with N columns, such

that

rank J
(k)
N = N(7.8)

rank(2) J
(k)
N ≥ N2

2
− CkN1+αk − dkN(7.9)

hold.

Proof. We start defining J
(1)
N := IN for N ≥ 1 (here C1 = 1

2 , α1 = 1, (7.8) is satisfied, and (7.9) is

actually an equality). The construction continues inductively. Having defined
(
J

(k)
N

)
N≥1

for some k ≥ 1, we

are going to define J
(k+1)
N := J

(k)
N for N small, and J

(k+1)
N equal to

(7.10) WN,n :=
⊗⊕

Un

(
J

(k)
`+1, . . . , J

(k)
`+1︸ ︷︷ ︸

m times

, J
(k)
` , . . . , J

(k)
`︸ ︷︷ ︸

n−m times

)
,

with carefully chosen n ∈ [5 : N ], ` ∈ N and 0 ≤ m < n, and Un as in Theorem 3.7, for N = n`+m large.

We first deal with small N . Define ν1 := 8 and νk :=
⌊
ϕ2k+1−1

⌋
for k ≥ 2, with ϕ = 1+

√
5

2 . We want to

show that for k ≥ 1, N ≤ νk we have

(7.11) CkN
αk − Ck+1N

αk+1 ≤ dk+1 − dk.

For k = 1, we see that C1N
α1 − C2N

α2 = 1
2N − 3

25/3N
1
3 < 3 = d2 − d1 holds for N ≤ ν1. Let now k ≥ 2.

Using ϕ2 − ϕ = 1, we have

N ≤ νk =⇒ Nαk+1 ≤ ϕ =⇒ N2αk+1 −Nαk+1 ≤ 1

=⇒ CkN
αk − Ck+1N

αk+1 ≤ CkN2αk+1 − CkNαk+1 ≤ Ck < 2 ≤ dk+1 − dk,

which yields (7.11). The first inequality in the second line follows from

Nαk+1
(
Nαk−2αk+1 − 1

)
≤ ϕ(ϕαk − 1) ≤ 3ϕ(ϕ

1
3 − 1)αk ≤

1

2

(
1 + (k − 1) log 2

)
αk

≤
(

1 +
αk
2

)
2kαk−(k+1)αk+1 − 1 =

Ck+1

Ck
− 1.

In the latter chain of four inequalities, we used correspondingly:

(i) αk − 2αk+1 = αkαk+1 (this is also used in (iv) below),

(ii) monotonicity of ϕα−1
α for α > 0: ϕαk−1

αk
≤ ϕα2−1

α2
= 3(ϕ

1
3 − 1),
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(iii) the k = 2 case: 3ϕ(ϕ
1
3 − 1) = 0.84454 . . . < 0.84657 . . . = 1

2 (1 + log 2), and

(iv) the inequality a + b ≤ (1 + a)eb2c − 1, valid for a, b, c ≥ 0, where a = αk
2 , b = k−1

2 αk log 2 and

c = k+1
2 αkαk+1, and finally k−1

2 αk + c = kαk − (k + 1)αk+1.

Therefore, for k ≥ 1, we define J
(k+1)
N := J

(k)
N for N ≤ νk, yielding

rank(2) J
(k+1)
N ≥ N2

2
− CkN1+αk − dkN ≥

N2

2
− Ck+1N

1+αk+1 − dk+1N

by (7.11), in accordance with (7.8) and (7.9).

Next, we assume N > νk. Using Theorem 5.3, Theorem 3.7 d), Corollary 3.9 with

a = `+

(
(`+ 1)2

2
− Ck(`+ 1)1+αk − (dk + 1)(`+ 1)

)
x,

b = `− 1 +

(
`2

2
− Ck`1+αk − (dk + 1)`

)
x,

where 1 + ax ≺ p
J
(k)
`+1

(x), 1 + bx ≺ p
J
(k)
`

(x) by assumption, and Remark 5.4, we find

pWN,n
(x) � 1+(n−2)x+xεn + (1+(n−3)x)

(
m`+ (n−m)(`−1)

)
x

+m
(

(`+1)2

2 − Ck(`+ 1)1+αk − (dk + 1)(`+ 1)
)
x2

+ (n−m)
(
`2

2 − Ck`1+αk − (dk + 1)`
)
x2

− 1
2

(
m`2 + (n−m)(`− 1)2

)
x2 + 1

2

(
m`+ (n−m)(`−1)

)2
x2 +O(x3).

The identities m`+ (n−m)(`−1) = N − n and m (`+1)2−`2
2 + (n−m) `

2−(`−1)2

2 = N − n
2 lead to rankWN,n =

N + 1− εn. So, we have rankWN,n = N iff n is odd, which we from now on assume. Furthermore,

rank(2) WN,n ≥N + (n− 3)(N − n) + 1
2 (N − n)2 +N − n

2 − (dk + 1)N

− Ck
(
m(`+ 1)1+αk + (n−m)`1+αk

)

≥ N2

2 − n2

2 − (2 + dk)N + 5
2n− Ck

(
N1+αk

nαk + αk
4 N

)
,

where we employed Lemma 7.2. Note that N > νk implies CkαkN
1+αk > 32+αk . This is easily checked for

k = 1. For k ≥ 2, note that, by the Mean Value Theorem, we have 2k+1−22+1 ≥ (k−2)8 log 2 ≥ (k−2) log 2
logϕ ,

implying ϕ2k+1−1 ≥ ϕ72k−2. Next, for N ≥ νk + 1 > ϕ2k+1−1 we deduce the claimed inequality from

CkαkN
1+αk3−2−αk =

2

3

(
N

3 · 2k
)1+αk

>
2

3

(
ϕ7

12

)1+αk

>
2

3

ϕ7

12
> 1,

so the application of Lemma 7.1 is justified. Now, by fixing n̄ ≥ 5 to be the smallest odd number larger than

(Ckαk)
1

2+αkN
1+αk
2+αk , and invoking Lemma 7.1, noting that 2+2αk

2+αk
= 1 + αk+1 and (Ckαk)

2
2+αk

(
1
2 + 1

αk

)
=

(
21−k(1+αk)

)1−αk+1 1
2αk+1

= Ck+1, we further obtain

rank(2) WN,n̄ ≥ N2

2 − (2 + dk + 1
4Ckαk)N + 5

2 n̄− Ck+1N
1+αk+1 − 4− 2αk

> N2

2 − Ck+1N
1+αk+1 − dk+1N,
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where the last inequality uses the definition of dk, the inequalities Ck
4 < 1

2 and 3
2αk < αk−1, and furthermore,

5
2 n̄− 4− 2αk ≥ 0 for n̄ ≥ 5. Defining J

(k+1)
N := WN,n̄ completes the construction, with both (7.8) and (7.9)

satisfied.

Theorem 7.4. For N ≥ 1, we have

(7.12) pN ≥
N2

2
−
(
2 log2 logN + e2

)
N.

Proof. From (7.9), we deduce pN ≥ N2

2 −2N1+αk − (2k−2)N for any k ∈ N, using Corollary 2.2. Fixing

k := dlog2 logNe leads to 2k − 2 ≤ 2 log2 logN and

k ≥ log2 logN =⇒ αk ≤
1

logN − 1
=⇒ Nαk ≤ exp

(
logN

logN − 1

)
≤ e2

2
,

for N≥71>exp
(

2−log 2
1−log 2

)
. For N ∈ [1 :70], we numerically check that the right hand side of (7.12) is smaller

than the lower bound sN−N(
√

2N− 3
2 ) given in (1.1).

In order to keep the proofs of Proposition 7.3 and Theorem 7.4 simple, we decided for rather crude

lower estimates at some places at the risk of having not the best possible constants in Theorem 7.4. To

illustrate what can be gained with some more effort, we consider N = 50 in some detail. The estimate from

Theorem 7.4 is p50 ≥
⌈

502

2 −
(
2 log2 log 50 + e2

)
50
⌉

= 684, which is just a bit larger than the Drew-Johnson-

Loewy lower bound
⌊

502

4

⌋
= 625. Now assume that we employ a more straightforward, yet harder to analyse,

recursive construction than that in Proposition 7.3, with WN,n as in (7.10),

J̄
(1)
N := IN , for N ∈ N

J̄
(k+1)
N ∈ arg max

{
rank(2) M : M∈{J̄(k)

N }∪{WN,n : n odd, n∈ [5 :N ]}
}
, for k,N ∈N.

That is, we have J̄
(k+1)
N := WN,n∗ in the large N case, where n∗ = n∗(k,N) maximizes rank(2) WN,n from

(7.10), rather than just being an approximate maximizer of a lower bound of rank(2) WN,n, as in the proof

of Proposition 7.3. Note that the construction is not sensitive to the choice of a particular element from a

non-singleton arg max.

With computer assistance, these discrete optimization problems can be easily solved for small k,N . See

Table 1 for some results on b̄N := max
k≥1

rank(2) J̄
(k)
N , with k̄ = k̄(N) := min{k : b̄N = rank(2) J̄

(k)
N }, and Figure 1

for a comparison of lower bounds, which suggests that with b̄N we just gain an improvement of the constant

e2 in (7.12). The table includes in particular entries for those N where k̄(N) has its first four jumps. In the

table, the matrix encoded by ambn−m, with m ∈ [0 :n−1], is the matrix
⊗⊕

Un

(
J̄(k̄)
a , . . . , J̄(k̄)

a︸ ︷︷ ︸
m times

, J̄
(k̄)
b , . . . , J̄

(k̄)
b︸ ︷︷ ︸

n−m times

)
.

Note that the arg max above has indeed sometimes cardinality greater than one: Both matrices 4532 and 3821

lead to the same bound b̄26 = 256, further examples being the pairs (5346, 4635) and (5546, 77). Returning

now to N = 50, we obtain J̄
(3)
50 =

⊗⊕
U7

(
J̄

(2)
8 , J̄

(2)
7 , J̄

(2)
7 , J̄

(2)
7 , J̄

(2)
7 , J̄

(2)
7 , J̄

(2)
7

)
, with J̄

(2)
7 =

⊗⊕
U5

(I2, I2, I1, I1, I1)

and J̄
(2)
8 =

⊗⊕
U5(I2, I2, I2, I1, I1). These matrices have generating polynomials p

J̄
(2)
7

(x) = 1 + 6x + 5x2 + x3,

p
J̄
(2)
8

(x) = 1 + 7x+ 9x2 + 3x3, and p
J̄
(3)
50

(x) = 1 + 49x+ 1003x2 +O(x3), leading to p50 ≥ b̄50 := 1053. Note

that the lower bounds derived from J̄
(2)
7 and J̄

(2)
8 just listed are worse than the lower bounds p7 ≥ 14, p8 ≥ 18

derived in [9, Examples 1 and 3] from ad hoc constructed matrices.
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Table 1

Lower bounds b̄N = rank(2) J̄
(k̄)
N for pN ; see text.

N J̄
(k̄)
N b̄N k̄ N J̄

(k̄)
N b̄N k̄ N J̄

(k̄)
N b̄N k̄ N J̄

(k̄)
N b̄N k̄

1 I1 1 1 17 3324 99 2 33 4633 432 2 49 5546 1008 2

2 I2 2 18 3423 113 34 4732 461 50 8176 1053 3

3 I3 3 19 3522 128 35 4831 491 60 9483 1558

4 I4 4 20 3621 144 36 49 522 70 107 2163

5 I5 5 1 21 37 161 37 5148 553 80 9881 2867

6 2114 7 2 22 4136 178 38 5247 585 90 109 3672

7 2213 12 23 4235 196 39 5346 618 100 101910 4572

8 2312 17 24 4334 215 40 4734 653 1000 2812736 494240

9 2411 23 25 4433 235 41 4833 689 2354 45224431 2755812 3

10 25 30 26 4532 256 42 4932 726 2355 68106725 2758160 4

11 3124 37 27 39 279 43 41031 764 104 1306712910 49933229

12 3223 45 28 4138 302 44 411 803 105 441120440107 4999253405

13 3322 54 29 4237 326 45 51410 842 106 1346665134578 499991776396

14 3421 64 30 4336 351 46 5249 882 2319293 18374251836838 2689540338451 4

15 35 75 31 4435 377 47 5348 923 2319294 33283753327322 2689542657736 5

16 4134 86 2 32 4534 404 2 48 5447 965 2 107 62709456269650 49999913368315 5

101 102 103 104 105 106 107

2

3

4
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6

7

8

2
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11

12

13

14

15

 

 

 

 

 

 

 

 2 log2 logN + e2
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!

!
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!

Figure 1. Comparison of lower bounds from (7.12), see labelling on the upper left, and b̄N from Table 1, see labelling on

the right, for N in a set of powers of 10.

The lower bounds derived from optimal matrices J̄
(k̄)
N turn out to be superior to the previous best

lower bounds in [10, Table 2] for N ∈ {10, 11} and for N ≥ 48: rank(2) ⊗⊕
U5

(I2, I2, I2, I2, I2) = 30 and

rank(2) ⊗⊕
U5

(I3, I2, I2, I2, I2) = 37 improve the previous lower bounds p10 ≥ 28, p11 ≥ 35 by 2 in both cases.

Note that the witnesses J̄
(k̄)
N for the lower bounds in the present paper always have full rank, while in [10]

witnesses for lower bounds where allowed to be rank deficient.
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We finally remark that in the construction used in Proposition 7.3 one could choose different initializa-

tions of the set {J(1)
N : N ∈ N} with full rank matrices. Choosing {JN : N ∈ N} as in [10, Table 1] instead of

{IN : N ∈ N} would result in slightly better lower bounds, but an estimate such as pN = N2

2 +o(N log logN),

if true at all, seems to call for different methods.
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