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#### Abstract

Let $a, b$ be elements in a unital C*-algebra with $0 \leq a, b \leq I$. The element $a$ is absolutely compatible with $b$ if $$
|a-b|+|I-a-b|=I
$$


In this note, some technical characterizations of absolutely compatible pairs in an arbitrary von Neumann algebra are found. These characterizations are applied to measure how far are two absolute compatible positive elements in the closed unit ball from being mutually orthogonal or commuting. In the case of 2 by 2 matrices, the results admit a geometric interpretation. Namely, non-commutative matrices of the form $a=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $b=\left(\begin{array}{cc}x & \beta \\ \bar{\beta} & 1-x\end{array}\right)$ with $x, t \in(0,1) \backslash\left\{\frac{1}{2}\right\},|\alpha|^{2}<t(1-t)$ and $|\beta|^{2}<x(1-x)$, are absolutely compatible if, and only if, the corresponding point $\widetilde{b}=(x, \Re \mathrm{e}(\beta), \Im m(\beta))$ in $\mathbb{R}^{3}$ lies in the ellipsoid

$$
\mathcal{E}_{a}=\left\{\bar{x} \in \mathbb{R}^{3}: d_{2}(\bar{x}, \widetilde{a})+d_{2}\left(\bar{x}, \widetilde{a^{\prime}}\right)=1\right\}
$$

where $d_{2}$ denotes the Euclidean distance in $\mathbb{R}^{3}$, and the elements $\widetilde{a}$ and $\widetilde{a^{\prime}}$ are $(t, \Re \mathrm{e}(\alpha)$, $\Im \mathrm{m}(\alpha))$ and $(1-t,-\Re \mathrm{e}(\alpha),-\Im \mathrm{m}(\alpha))$, respectively. The description of absolutely compatible pairs of positive 2 by 2 matrices is applied to determine absolutely compatible pairs of positive elements in the closed unit ball of $\mathbb{M}_{n}$.
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1. Introduction. The relation being orthogonal is a central notion of study in the setting of function algebras and in the non-commutative framework of general $\mathrm{C}^{*}$-algebras. Let us recall that elements $a$ and $b$ in a C ${ }^{*}$-algebra $A$ are called orthogonal ( $a \perp b$ in short) if $a b^{*}=b^{*} a=0$. Hermitian elements are orthogonal precisely when they have zero product. Following the standard notation, we shall write $|a|=\left(a^{*} a\right)^{\frac{1}{2}}$ for the absolute value of $a$.

Several attempts to establish a non-commutative version of the celebrated Kakutani's theorem [5], which characterizes those Banach lattices which are lattice isomorphic to the space $C(\Omega)$, of all continuous functions on a compact Hausdorff space $\Omega$, have been pursued in recent years (cf. [6, 7, 8]). As in many previous forerunners, like the representation theory published by Stone in [13] which characterizes $C(\Omega)$ in terms of order and its ring properties, a non-commutative Kakutani's theorem will necessarily rely on the notions of orthogonality, absolute value and order. Some discoveries have been found within this non-commutative program, for example, it is shown in [9, Proposition 4.9] that if $a$ is an arbitrary positive element in the closed unit ball, $\mathcal{B}_{A}$, of a unital $\mathrm{C}^{*}$-algebra $A$ and $p$ is a projection in $A$, then $|p-a|+|I-p-a|=I$ if and only if $a$ and $p$ commute. Furthermore, two positive elements $a$ and $b$ in $\mathcal{B}_{A}$ are orthogonal if, and only if,

[^0]$a+b \leq I$ and $|a-b|+|I-a-b|=I$. The second condition gives rise to a strictly weaker notion than the usual orthogonality. Accordingly to the notation in [9], given two elements $a, b \in A$ with $0 \leq a, b \leq I$, we shall say that $a$ is absolutely compatible with $b$ ( $a \Delta b$ in short) if
$$
|a-b|+|I-a-b|=I .
$$

Clearly, $a \perp b$ (with $0 \leq a, b \leq I$ ) implies that $a \triangle b$. It is shown in [9, Proposition 4.7] that $a$ is absolutely compatible with $b$ (with $0 \leq a, b \leq I$ ) if, and only if, $2 a \circ b=a+b-|a-b|$, where $a \circ b=\frac{1}{2}(a b+b a)$ is the usual Jordan product of $a$ and $b$. This notion is applied in [9] to introduce a spectral theory for absolute order unit spaces satisfying some specific conditions, which generalizes the spectral theory in von Neumann algebras.

In a recent contribution, we extend the notion of absolute compatibility to pairs of elements in the closed unit ball of an arbitrary (unital) $\mathrm{C}^{*}$-algebra $A$ via absolute values (see [3]). In this case, we introduce notions which are strictly weaker than range and domain orthogonality. Concretely, elements $a$ and $b$ in $\mathcal{B}_{A}$ are domain (respectively, range) absolutely compatible ( $a \triangle_{d} b$, respectively, $a \triangle_{r} b$, in short) if $|a|$ and $|b|$ (respectively, if $\left|a^{*}\right|$ and $\left|b^{*}\right|$ ) are absolutely compatible, that is,

$$
||a|-|b||+|I-|a|-|b||=I
$$

(respectively, $\left|\left|a^{*}\right|-\left|b^{*}\right|\right|+\left|I-\left|a^{*}\right|-\left|b^{*}\right|\right|=I$ ). Finally, $a$ and $b$ are called absolutely compatible ( $a \triangle b$ in short) if they are range and domain absolutely compatible.

One of the main results in [3] proves that every contractive linear operator $T$ between $\mathrm{C}^{*}$-algebras preserving domain absolutely compatible elements (i.e., $a \triangle_{d} b$ in $\mathcal{B}_{A} \Rightarrow T(a) \triangle_{d} T(b)$ ) or range absolutely compatible elements (i.e., $a \triangle_{r} b$ in $\left.\mathcal{B}_{A} \Rightarrow T(a) \triangle_{r} T(b)\right)$ is a triple homomorphism. Furthermore, a contractive linear operator between two $\mathrm{C}^{*}$-algebras preserves absolutely compatible elements (i.e., $a \triangle b$ in $\left.\mathcal{B}_{A} \Rightarrow T(a) \Delta T(b)\right)$ if, and only if, $T$ is a triple homomorphism. Having in mind the extensive literature on bounded linear operators between $\mathrm{C}^{*}$-algebras preserving (domain and/or range) orthogonality (for example, $[2,10,11,14,15])$, the results in [3] inaugurate a new line to explore in the framework of preservers.

After characterizing triple homomorphisms as contractive linear operators between $\mathrm{C}^{*}$-algebras preserving absolutely compatible elements, it seems natural to explore how close or how far is a pair of absolutely compatible elements from being orthogonal. This comparison is the natural step in order to measure similarities and differences with linear orthogonality preservers. Absolute compatibility is not a mere technical workmanlike extension of previous notions, and will certainly play a role in the theory of preservers. This paper is aimed to throw some new light to our knowledge on absolutely compatible pairs of positive elements in the closed unit ball of a von Neumann algebra.

For each bounded linear operator $a$ acting on a complex Hilbert space $H$, the null projection (denoted by $n(a)$ ), and the range projection ( $r(a)$ in short) are the orthogonal projections of $H$ onto the null space and the range space of $a$, which is the closure of $a(H)$, respectively. If $M$ is a von Neumann algebra in $B(H)$, then $r(a), n(a) \in M$ for each $a$ in $M$ (cf. [4, page 118], [12, 2.2.7]). It is known that if $a \in M$ is positive, the sequence $\left(a^{\frac{1}{n}}\right)_{n}$ converges to $r(a)$ in the weak* topology of $M$. Suppose $0 \leq a \leq I$ in $M$. The projection $s(a)=I-r(I-a)=w^{*}-\lim _{n} a^{n}$ will be called the support or peak projection of $a$. The symbol $e(a)$ will stand for the element $a-s(a)$. For example, let $a \in L^{\infty}[0,1]$ such that $a(t)=0$ on $[0,1 / 3], a(t)=1$ on $[2 / 3,1]$, and $0<a(t)<1$ on $(1 / 3,2 / 3)$. Then the range projections $r(a)=\chi_{(1 / 3,1]}, r(I-a)=\chi_{[0,2 / 3)}$, $n(a)=\chi_{[0,1 / 3]}$, while the peak projection $s(a)=I-r(I-a)=\chi_{[2 / 3,1]}$.

The projections $s(a), r(e(a))$, and $n(a)$ are mutually orthogonal with

$$
s(a)+r(e(a))+n(a)=I
$$

and every element in $M$ admits a matrix decomposition with respect to this system of projections.
Our first main result (see Theorem 2.2) is a technical characterization showing that two elements $a, b$ in a von Neumann algebra $M$ with $0 \leq a, b \leq I$, are absolutely compatible if, and only if, denoting by $p_{1}$ the range projection of $a \circ b$ in $M$, then $a$ and $b$ have matrix representations, say $a=\left(\begin{array}{ll}a_{11} & a_{12} \\ a_{12}^{*} & a_{22}\end{array}\right)$, and $b=\left(\begin{array}{ll}b_{11} & b_{12} \\ b_{12}^{*} & b_{22}\end{array}\right)$ with respect to the set $\left\{p_{1}, I-p_{1}=p_{2}\right\}$ (i.e., $a_{i j}=p_{i} a p_{j}$ and $b_{i j}=p_{i} b p_{j}$ ) satisfying the following properties:
(1) $a_{12}+b_{12}=0$;
(2) $\left|a_{12}^{*}\right|^{2}=\left(p_{1}-a_{11}\right)\left(p_{1}-b_{11}\right)$, (and hence, $\left.a_{11} b_{11}=b_{11} a_{11}\right)$;
(3) $\left|a_{12}\right|^{2}=a_{22} b_{22}=b_{22} a_{22}$;
(4) $a_{12}=a_{11} a_{12}+a_{12} a_{22}=b_{11} a_{12}+a_{12} b_{22}$.

This technical description admits some finer reformulations established in Theorems 2.6 and 2.10.
Furthermore, elements $0 \leq a, b \leq I$ are absolutely compatible if, and only if, there exist $0 \leq b_{1} \leq s(a)$, $0 \leq b_{2} \leq r(e(a))$, and $0 \leq b_{3} \leq n(a)$ such that $b_{2}$ is absolutely compatible with $e(a)$ and $b=b_{1}+b_{2}+b_{3}$ (see Theorem 2.6).

These characterizations are subsequently applied to determine when a pair of absolutely compatible elements in a von Neumann algebra is a commuting pair. When particularized to the von Neumann algebra $\mathbb{M}_{n}$, of all $n \times n$ matrices with complex entries, the conclusions offer some interesting geometric interpretations. Commuting pairs of absolutely compatible positive elements in $\mathcal{B}_{\mathbb{M}_{2}}$ are described in Proposition 3.1. All possible pairs of absolutely compatible positive elements in $\mathcal{B}_{\mathbb{M}_{2}}$, in which one of the elements has non-zero peak projection or non-zero null projection are considered in Proposition 3.2. It is also shown that non-commuting $0 \leq a, b \leq I$ in $\mathbb{M}_{2}$ with $s(a)=n(a)=s(b)=n(b)=0$ are absolutely compatible if, and only if, $\operatorname{det}(a)>0$ and $\operatorname{det}(b)>0, \operatorname{trace}(a)=1=\operatorname{trace}(b)$, and $\operatorname{det}(a \circ b)=0$ (see Theorem 3.3). Finally, matrices of the form $a=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $b=\left(\begin{array}{cc}x & \beta \\ \bar{\beta} & 1-x\end{array}\right)$ with $x, t \in(0,1) \backslash\left\{\frac{1}{2}\right\},|\alpha|^{2}<t(1-t)$ and $|\beta|^{2}<x(1-x)$, are absolutely compatible if, and only if, the corresponding point $\widetilde{b}=(x, \Re \mathrm{e}(\beta), \Im m(\beta))$ in $\mathbb{R}^{3}$ lies on the ellipsoid

$$
\mathcal{E}_{a}=\left\{\bar{x} \in \mathbb{R}^{3}: d_{2}(\bar{x}, \widetilde{a})+d_{2}\left(\bar{x}, \widetilde{a^{\prime}}\right)=1\right\},
$$

excluding the extremities of its major axis, where $d_{2}$ denotes the Euclidean distance in $\mathbb{R}^{3}, \widetilde{a}=(t, \Re \mathrm{e}(\alpha)$, $\Im m(\alpha))$ and $\widetilde{a^{\prime}}=(1-t,-\Re \mathrm{e}(\alpha),-\Im m(\alpha))$ (see Theorem 3.7).

In our final result we prove that absolutely compatible pairs of positive elements in $\mathcal{B}_{\mathbb{M}_{n}}$ can be represented as orthogonal sums of $2 \times 2$ matrices which are pairwise absolutely compatible (Theorem 3.9).
2. Characterization of positive absolute compatible elements. The notion of absolute compatibility was originally introduced in the setting of positive elements in the closed unit ball of a unital C*-algebra [9]. Among the results in the just quoted paper, we can find the following interesting characterization:

Proposition 2.1. [9, Propositions 4.5 and 4.7] Let $A$ be a unital $C^{*}$-algebra and let $0 \leq a, b \leq I$ be elements in $A$. Then the following statements are equivalent:
(a) $a$ is absolutely compatible with $b$;
(b) $2 a \circ b=a+b-|a-b|$;
(c) $a \circ b,(I-a) \circ(I-b) \in A^{+}$and $(a \circ b)((I-a) \circ(I-b))=0$;
(d) $a \circ(I-b),(I-a) \circ b \in A^{+}$and $(a \circ(I-b))((I-a) \circ b)=0$;
(e) $a$ is absolutely compatible with $I-b$.

Throughout the remaining sections we shall focus on the set $[0, I]_{A}$ of all positive elements in the closed unit ball of a unital $\mathrm{C}^{*}$-algebra $A$.

Absolute compatibility in the commutative setting can be characterized in the following form: two positive functions $a, b$ in the closed unit ball of $C(K)$ are absolutely compatible if, and only if, $a(t) b(t)=0$ for all $t$ in $K$ with $a(t), b(t) \in[0,1)$ [3, Remark 2.2]. Inspired by this characterization, our first result is a matricial decomposition of an arbitrary couple of absolutely compatible positive elements in the closed unit ball of a von Neumann algebra.

Theorem 2.2. Let $M$ be a von Neumann algebra, and let $a, b$ be elements in $[0, I]_{M}$. Then the following statements are equivalent:
(a) $a$ is absolutely compatible with $b$;
(b) There exists a projection $p_{1}$ in $M$ so that $a$ and $b$ have matrix representations, say $a=\left(\begin{array}{ll}a_{11} & a_{12} \\ a_{12}^{*} & a_{22}\end{array}\right)$, and $b=\left(\begin{array}{ll}b_{11} & b_{12} \\ b_{12}^{*} & b_{22}\end{array}\right)$ with respect to the set $\left\{p_{1}, I-p_{1}=p_{2}\right\} \quad\left(i . e ., a_{i j}=p_{i} a p_{j}\right.$ and $\left.b_{i j}=p_{i} b p_{j}\right)$ satisfying:
(b.1) $p_{1}$ is the range projection of $a \circ b$, and $p_{1}=0$ if, and only if, $a \perp b$;
(b.2) $a_{12}+b_{12}=0$;
(b.3) $\left|a_{12}^{*}\right|^{2}=\left(p_{1}-a_{11}\right)\left(p_{1}-b_{11}\right)$, (and hence, $\left.a_{11} b_{11}=b_{11} a_{11}\right)$;
(b.4) $\left|a_{12}\right|^{2}=a_{22} b_{22}=b_{22} a_{22}$;
(b.5) $a_{12}=a_{11} a_{12}+a_{12} a_{22}=b_{11} a_{12}+a_{12} b_{22}$.

Proof. Suppose first that $a$ is absolutely compatible with $b$. We deduce from Proposition 2.1 [9] that $a \circ b$ and $(I-a) \circ(I-b)$ are orthogonal elements in $[0, I]_{M}$, and thus,

$$
\begin{equation*}
(a \circ b)^{2}=(a \circ b)(a+b-I)=(a+b-I)(a \circ b) \tag{2.1}
\end{equation*}
$$

which gives $r(a \circ b)(a+b-I)=(a+b-I) r(a \circ b)$, or equivalently,

$$
\begin{equation*}
p_{1}(a+b)=(a+b) p_{1} \tag{2.2}
\end{equation*}
$$

where $p_{1}=r(a \circ b)$ is the range projection of $a \circ b$ in $M$.
We shall distinguish three cases.
Case 1. If $p_{1}=0$, we have $a \circ b=0$, and thus $a \perp b$, because in this case $0 \leq(I-a) \circ(I-b)=$ $I-a-b+a \circ b=I-a-b$, and hence, $0 \leq a+b \leq I$ (see Proposition 2.1), which combined with $a \triangle b$ gives $a \perp b$ [9, Proposition 4.1].

Case 2. If $p_{1}=I$, we have $(I-a) \circ(I-b)=0$, and, by similar arguments to those given above, we get $(I-a) \perp(I-b)$.

Case 3. Let us assume that $p_{1} \neq I, 0$. Let $a=\left(\begin{array}{cc}a_{11} & a_{12} \\ a_{12}^{*} & a_{22}\end{array}\right)$ and $b=\left(\begin{array}{ll}b_{11} & b_{12} \\ b_{12}^{*} & b_{22}\end{array}\right)$ be the matrix representations with respect to $\left\{p_{1}, I-p_{1}\right\}$. By applying the matrix representation in (2.2) we get $a_{12}+b_{12}=$ 0.

Furthermore, if we write $a \circ b=\left(\begin{array}{cc}m_{0} & 0 \\ 0 & 0\end{array}\right)$ in our matrix representation, we deduce from (2.1) that $m_{0}^{2}=m_{0}\left(a_{11}+b_{11}-p_{1}\right)$, or equivalently, $m_{0}\left(a_{11}+b_{11}-p_{1}-m_{0}\right)=0$. It follows that $p_{1}\left(a_{11}+b_{11}-p_{1}-m_{0}\right)=$ $r\left(m_{0}\right)\left(a_{11}+b_{11}-p_{1}-m_{0}\right)=0$, that is,

$$
\begin{equation*}
m_{0}=a_{11}+b_{11}-p_{1} \tag{2.3}
\end{equation*}
$$

Since $a$ is absolutely compatible with $b$, by Proposition 2.1, we also have $a \circ(I-b),(I-a) \circ b \in[0, I]_{M}$ with $(a \circ(I-b))((I-a) \circ b)=0$. That is, $(a-a \circ b)(b-a \circ b)=0$. Again, by computing the multiplication with respect to their matricial representations and applying (2.3), we get

$$
\begin{array}{r}
\left(p_{1}-b_{11}\right)\left(p_{1}-a_{11}\right)-a_{12} a_{12}^{*}=0 ; \\
-\left(p_{1}-b_{11}\right) a_{12}+a_{12} b_{22}=0 ; \\
a_{12}^{*}\left(p_{1}-a_{11}\right)-a_{22} a_{12}^{*}=0 ; \\
-a_{12}^{*} a_{12}+a_{22} b_{22}=0
\end{array}
$$

These identities prove the desired statements.
We assume next the existence of a projection $p_{1} \in M$ such that $a$ and $b$ enjoy a matrix representation with respect to $\left\{p_{1}, 1-p_{1}\right\}$ satisfying (b.1)-to-(b.5). In this case, by (b.2), the matrix representations of $a+b$ and $a-b$ with respect to $\left\{p_{1}, I-p_{1}\right\}$ are

$$
a+b=\left(\begin{array}{cc}
a_{11}+b_{11} & 0 \\
0 & a_{22}+b_{22}
\end{array}\right) \quad \text { and } \quad a-b=\left(\begin{array}{cc}
a_{11}-b_{11} & 2 a_{12} \\
2 a_{12}^{*} & a_{22}-b_{22}
\end{array}\right),
$$

respectively.
Thus, the element $(a-b)^{2}$ writes in the form

$$
\left(\begin{array}{cc}
\left(a_{11}-b_{11}\right)^{2}+4 a_{12} a_{12}^{*} & 2\left(\left(a_{11}-b_{11}\right) a_{12}+a_{12}\left(a_{22}-b_{22}\right)\right) \\
2\left(\left(a_{11}-b_{11}\right) a_{12}+a_{12}\left(a_{22}-b_{22}\right)\right)^{*} & 4 a_{12}^{*} a_{12}+\left(a_{22}-b_{22}\right)^{2}
\end{array}\right)
$$

Now, applying (b.5), (b.3) and (b.4) we deduce that

$$
\begin{gathered}
2\left(\left(a_{11}-b_{11}\right) a_{12}+a_{12}\left(a_{22}-b_{22}\right)\right)=0 \\
\left(a_{11}-b_{11}\right)^{2}+4 a_{12} a_{12}^{*}=\left(a_{11}-b_{11}\right)^{2}+4\left(p_{1}-a_{11}\right)\left(p_{1}-b_{11}\right)=\left(\left(p_{1}-a_{11}\right)+\left(p_{1}-b_{11}\right)\right)^{2}
\end{gathered}
$$

and

$$
4 a_{12}^{*} a_{12}+\left(a_{22}-b_{22}\right)^{2}=4 a_{22} b_{22}+\left(a_{22}-b_{22}\right)^{2}=\left(a_{22}+b_{22}\right)^{2}
$$

We therefore have

$$
(a-b)^{2}=\left(\begin{array}{cc}
\left(\left(p_{1}-a_{11}\right)+\left(p_{1}-b_{11}\right)\right)^{2} & 0 \\
0 & \left(a_{22}+b_{22}\right)^{2}
\end{array}\right)
$$

and

$$
|a-b|=\left(\begin{array}{cc}
\left(p_{1}-a_{11}\right)+\left(p_{1}-b_{11}\right) & 0 \\
0 & a_{22}+b_{22}
\end{array}\right)
$$

Next, again by (b.3) and (b.4) we also have

$$
\begin{aligned}
a b & =\left(\begin{array}{cc}
a_{11} b_{11}-a_{12} a_{12}^{*} & -a_{11} a_{12}+a_{12} b_{22} \\
a_{12}^{*} b_{11}-a_{22} a_{12}^{*} & -a_{12}^{*} a_{12}+a_{22} b_{22}
\end{array}\right) \\
& =\left(\begin{array}{cc}
a_{11}+b_{11}-p_{1} & -a_{11} a_{12}+a_{12} b_{22} \\
a_{12}^{*} b_{11}-a_{22} a_{12}^{*} & 0
\end{array}\right),
\end{aligned}
$$

and, by ( $b .5$ ), $a \circ b=\left(\begin{array}{cc}a_{11}+b_{11}-p_{1} & 0 \\ 0 & 0\end{array}\right)$, which shows that $2(a \circ b)=a+b-|a-b|$, and Proposition 2.1 implies that $a$ is absolutely compatible with $b$.

Clearly, any two orthogonal elements commute. We have already commented that the same conclusion is not true for absolutely compatible positive elements in general. In the subsequent discussion, we shall find some finer characterizations for positive absolutely compatible pairs in a von Neumann algebra, and we shall isolate the reason for which a pair of positive absolutely compatible elements in the closed unit ball may not commute.

Proposition 2.3. Let $0 \leq a \leq I$ be an element in a von Neumann algebra $M$ with $n(a)=s(a)=0$. Then the following statements hold:
(i) $r(I-a)=I$;
(ii) If $0 \leq b \leq I$ is absolutely compatible with $a$ such that $a b=b a$, then $b$ is a projection;
(iii) If $0 \leq b \leq I$ with $s(b)=n(b)=0$ satisfies that $a$ is absolutely compatible with $b$, then $a b \neq b a$;
(iv) If $x \in M$ such that $x^{*} a^{2} x=x^{*} x$, then $x=0$.

Proof. (i) Let $p=r(I-a)$. Since $(I-p) a=I-p$, and $n(a)=s(a)=0$, we get $0 \leq I-p \leq s(a)=0$, and thus, $p=I$.
(ii) Since $a b=b a$, and $a$ is absolutely compatible with $b$, Proposition 2.1 implies that $|a-b|=a+b-2 a b$. When squared we get

$$
\begin{gathered}
a^{2}+b^{2}-2 a b=a^{2}+b^{2}+2 a b+4 a^{2} b^{2}-4 a b(a+b), \\
0=a b+a^{2} b^{2}-a b(a+b) .
\end{gathered}
$$

Thus, $a(I-a)\left(b-b^{2}\right)=0$. Since $n(a)=s(a)=0$, we have $r(I-a)=I=r(a)$, and hence, $b=b^{2}$.
(iii) It follows from (ii).
(iv) Let us take $x \in M$ with $x^{*} a^{2} x=x^{*} x$. Since $x x^{*} a^{2} x x^{*}=x x^{*} x x^{*}$, we have $\left(x x^{*}\right)^{n} a^{2}\left(x x^{*}\right)^{m}=$ $\left(x x^{*}\right)^{n+m}$, for all $n, m \in \mathbb{N}$. Consequently, $z a^{2} w=z w$ for all $z, w$ in the von Neumann subalgebra generated by $x x^{*}$. Since the range projection $p=r\left(x x^{*}\right)$ lies in the latter von Neumann subalgebra, we deduce that $p a^{2} p=p$. Thus, $p\left(I-a^{2}\right) p=0$ and consequently $\left(I-a^{2}\right)^{\frac{1}{2}} p=0=\left(I-a^{2}\right) p=0$. Therefore, $a^{2} p=p a^{2}=p$. In particular, $p=p a=a p \leq s(a)=0$, because $n(a)=s(a)=0$. This proves that $x x^{*}=0$ or equivalently $x=0$.

Now, we prove a characterization for commuting pairs of positive elements in a von Neumann algebra.

Theorem 2.4. Let $M$ be a von Neumann algebra and let $0 \leq a \leq I$ in $M$. Then $0 \leq b \leq I$ commutes with a if, and only if, there exist $0 \leq b_{1} \leq s(a), 0 \leq b_{2} \leq r(e(a))$ and $0 \leq b_{3} \leq n(a)$ such that $b_{2}$ commutes with $e(a)$, and $b=b_{1}+b_{2}+b_{3}$.

Proof. We assume first that $a b=b a$. We consider the commutative von Neumann subalgebra $N$ generated by $a, b$ and $I$. Let us observe that $n(a), e(a), s(a), n(b), e(b)$, and $s(b)$ all lie in $N \cong L^{\infty}(\mu)$. Taking $b_{1}:=s(a) b, b_{2}=r(e(a)) b$, and $b_{3}=n(a) b$, it is not hard to check that these elements satisfy the desired properties.

The reciprocal implication can be easily checked in a routine way.
Lemma 2.5. Let $0 \leq a, b \leq I$ in a von Neumann algebra $M$. Suppose $p$ is a projection in $M$. Then the following statements hold:
(a) If $a, b \in p M p$, then $a \triangle b$ in $M$ if, and only if, $a \triangle b$ in $p M p$;
(b) If $a, b \in p M p \oplus(I-p) M(I-p)$, then $a \triangle b$ in $M$ if, and only if, pap $\triangle p b p$ in $p M p$ and $(I-p) a(I-$ p) $\triangle(I-p) b(I-p)$ in $(I-p) M(I-p)$.

Proof. (a) Suppose $a, b \in p M p$. By orthogonality,

$$
|a-b|+|1-a-b|=|a-b|+|(I-p)+p-a-b|=|a-b|+(I-p)+|p-a-b|
$$

with $|a-b|,|p-a-b| \in p M p$. Therefore, $1=|a-b|+|1-a-b|$ if, and only if, $p=|a-b|+|p-a-b|$.
The proof of $(b)$ follows by similar arguments.
In Theorem 2.4, we characterize commuting pairs of positive elements in a von Neumann algebra. Next we consider pairs of positive absolutely compatible elements.

Theorem 2.6. Let $M$ be a von Neumann algebra and let $0 \leq a \leq I$ be an element in $M$. Then $0 \leq b \leq I$ in $M$ is absolutely compatible with $a$ if, and only if, there exist $0 \leq b_{1} \leq s(a), 0 \leq b_{2} \leq r(e(a))$, and $0 \leq b_{3} \leq n(a)$ such that $b_{2}$ is absolutely compatible with $e(a)$ and $b=b_{1}+b_{2}+b_{3}$.

Proof. Assume first that $a$ is absolutely compatible with $b$. By Proposition 2.1 we know that

$$
\begin{equation*}
|a-b|=a+b-2 a \circ b, \tag{2.4}
\end{equation*}
$$

with $a \circ b \geq 0$. Consider the matrix representations of $a$ and $b$ with respect to $\{s(a), r(e(a)), n(a)\}$ :

$$
a=\left(\begin{array}{ccc}
s(a) & 0 & 0 \\
0 & e(a) & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { and } \quad b=\left(\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{12}^{*} & b_{22} & b_{23} \\
b_{13}^{*} & b_{23}^{*} & b_{33}
\end{array}\right)
$$

Now, by matrix multiplication, we get

$$
2 a \circ b=a b+b a=\left(\begin{array}{ccc}
2 b_{11} & b_{12}+b_{12} e(a) & b_{13} \\
e(a) b_{12}^{*}+b_{12}^{*} & 2 e(a) \circ b_{22} & e(a) b_{23} \\
b_{13}^{*} & b_{23}^{*} e(a) & 0
\end{array}\right) .
$$

Since $a \circ b \geq 0$ (see Proposition 2.1), we conclude that $b_{13}=0$ and $e(a) b_{23}=0$, and then $b_{23}=$ $r(e(a)) b_{23}=0$. Now, by (2.4), we get

$$
|a-b|=a+b-2 a \circ b=\left(\begin{array}{ccc}
s(a)-b_{11} & -b_{12} e(a) & 0 \\
-e(a) b_{12}^{*} & e(a)+b_{22}-2 e(a) \circ b_{22} & 0 \\
0 & 0 & b_{33}
\end{array}\right)
$$

which assures that $|a-b|^{2}=\left(x_{i j}\right)$, where

$$
\begin{aligned}
& x_{11}=\left(s(a)-b_{11}\right)^{2}+b_{12} e(a)^{2} b_{12}^{*}, \\
& x_{12}=-\left(s(a)-b_{11}\right) b_{12} e(a)-b_{12} e(a)\left(e(a)+b_{22}-e(a) \circ b_{22}\right), \\
& x_{13}=0=x_{23}, \\
& x_{22}=e(a) b_{12}^{*} b_{12} e(a)+\left(e(a)+b_{22}-2 e(a) \circ b_{22}\right)^{2}, \\
& x_{33}=b_{33}^{2}
\end{aligned}
$$

and $x_{j i}=x_{i j}^{*}$. Similarly, we can show that $(a-b)^{2}=\left(y_{i j}\right)$, where

$$
\begin{aligned}
& y_{11}=\left(s(a)-b_{11}\right)^{2}+b_{12} b_{12}^{*} \\
& y_{12}=-\left(s(a)-b_{11}\right) b_{12}-b_{12}\left(e(a)-b_{22}\right) \\
& y_{13}=0=y_{23} \\
& y_{22}=b_{12}^{*} b_{12}+\left(e(a)-b_{22}\right)^{2} \\
& y_{33}=b_{33}^{2}
\end{aligned}
$$

and $y_{j i}=y_{i j}^{*}$. We apply now that $|a-b|^{2}=(a-b)^{2}$, and hence, $x_{i j}=y_{i j}$ for $1 \leq i, j \leq 3$. The equation $x_{11}=y_{11}$ gives $b_{12} e(a)^{2} b_{12}^{*}=b_{12} b_{12}^{*}$, and thus, by Proposition $2.3(i v)$, we have $b_{12}^{*}=0$ so that $b_{12}=0$.

Now, comparing $x_{22}=y_{22}$, we get

$$
\left(e(a)+b_{22}-2 e(a) \circ b_{22}\right)^{2}=\left(e(a)-b_{22}\right)^{2}
$$

Furthermore, since $|a-b| \geq 0$, we have $e(a)+b_{22}-2 e(a) \circ b_{22} \geq 0$, and hence,

$$
\left|e(a)-b_{22}\right|=e(a)+b_{22}-2 e(a) \circ b_{22} .
$$

Thus, $e(a)$ is absolutely compatible with $b_{22}$ (compare Proposition 2.1). We have therefore shown that $b=b_{11}+b_{22}+b_{33}$, where $b_{11} \in[0, s(a)], b_{22} \in[0, r(e(a))], b_{33} \in[0, n(a)]$, and $b_{22}$ is absolutely compatible with $e(a)$.

Conversely, let us assume that there exist $b_{1} \in[0, s(a)], b_{2} \in[0, r(e(a))]$ and $b_{3} \in[0, n(a)]$ with $b_{2}$ absolutely compatible with $e(a)$ such that $b=b_{1}+b_{2}+b_{3}$. We shall show that $a$ is absolutely compatible with $b$. Having in mind that the projections in $\{s(a), r(e(a)), n(a)\}$ are mutually orthogonal, we deduce that

$$
\begin{aligned}
|a-b| & =\left|s(a)+e(a)-b_{1}-b_{2}-b_{3}\right| \\
& =\left|\left(s(a)-b_{1}\right)+\left(e(a)-b_{2}\right)+\left(0-b_{3}\right)\right| \\
& =\left|s(a)-b_{1}\right|+\left|e(a)-b_{2}\right|+\left|0-b_{3}\right| \\
& =\left(s(a)-b_{1}\right)+\left|e(a)-b_{2}\right|+b_{3},
\end{aligned}
$$

and

$$
\begin{aligned}
|I-a-b| & =\left|I-s(a)-e(a)-b_{1}-b_{2}-b_{3}\right| \\
& =\left|\left(0-b_{1}\right)+\left(r(e(a))-e(a)-b_{2}\right)+\left(n(a)-b_{3}\right)\right| \\
& =\left|0-b_{1}\right|+\left|r(e(a))-e(a)-b_{2}\right|+\left|n(a)-b_{3}\right| \\
& =b_{1}+\left|r(e(a))-e(a)-b_{2}\right|+\left(n(a)-b_{3}\right) .
\end{aligned}
$$

Adding these terms, we get

$$
|a-b|+|I-a-b|=s(a)+\left|e(a)-b_{2}\right|+\left|r(e(a))-e(a)-b_{2}\right|+n(a)
$$

Since $e(a)$ is absolutely compatible with $b_{2}$, Lemma 2.5(a) implies that $\left|e(a)-b_{2}\right|+\left|r(e(a))-e(a)-b_{2}\right|=$ $r(e(a))$, and thus, $|a-b|+|I-a-b|=I$, as desired.

REmARK 2.7. Let $M$ be a von Neumann algebra and let $a, b \in[0, I]$. If $a$ is absolutely compatible with $b$, then every distinct pair of elements in the set $\left\{s(a), e(a), n(a), b_{1}, b_{2}, b_{3}\right\}$ is absolutely compatible. It is also true that each element in the set $\{s(a), e(a), r(e(a)), n(a), a, a+n(a)\}$ is absolutely compatible with every element in the set $\left\{b_{1}, b_{2}, b_{3}, b_{1}+b_{2}, b_{1}+b_{3}, b_{2}+b_{3}, b\right\}$.

Remark 2.8. Let $M$ be a von Neumann algebra, and let $a, b \in[0, I]$. If $a \Delta b$ then by Theorem 2.6, $b=b_{1}+b_{2}+b_{3}$ such that $b_{1} \in[0, s(a)], b_{2} \in[0, r(e(a))], b_{3} \in[0, n(a)]$, and $b_{2} \Delta e(a)$. If in addition, $n(b)=s(b)=0$, then $I=r(b)=r\left(b_{1}\right)+r\left(b_{2}\right)+r\left(b_{3}\right)$. It follows that $r\left(b_{1}\right)=s(a), r\left(b_{2}\right)=r(e(a))$ and $r\left(b_{3}\right)=n(a)$. Now $b_{1}=0$ if, and only if, $s(a)=0 ; b_{2}=0$ if, and only if, $e(a)=0$; and $b_{3}=0$ if, and only if, $n(a)=0$.

We recall that for a projection $p$ and $0 \leq a \leq I$ in a $\mathrm{C}^{*}$-algebra $A$, we have $p a=a p$ if, and only if, $p$ is absolutely compatible with $a$ (see [9, Proposition 4.9]). Thus, it follows from Proposition $2.3(i i)$ that the next result is an assimilation of Theorems 2.4 and 2.6.

Corollary 2.9. Let $0 \leq a, b \leq I$ be elements in a von Neumann algebra $M$. Then $a b=b a$ and $a \triangle b$ hold if, and only if, the following statements are true:
(1) $b=b_{1}+b_{2}+b_{3}$ with $0 \leq b_{1} \leq s(a), 0 \leq b_{2} \leq r(e(a))$ and $0 \leq b_{3} \leq n(a)$;
(2) $b_{2}$ is a projection with $b_{2} e(a)=e(a) b_{2}$.

Let $a$ and $b$ be positive elements in the closed unit ball of a von Neumann algebra $M$. Suppose $a$ is absolutely compatible with $b$. By Theorem 2.6, there exist $b_{1} \in[0, s(a)], b_{2} \in[0, r(e(a))]$ and $b_{3} \in[0, n(a)]$ with $e(a)$ absolutely compatible with $b_{2}$ such that $b=b_{1}+b_{2}+b_{3}$. The elements $b_{2}$ and $e(a)$ form an absolutely compatible pair in the closed unit ball of the von Neumann algebra $r(e(a)) M r(e(a))$ (Lemma 2.5). We define the relative kernel of $b_{2}$ with respect to $e(a)$ as the projection $n_{1}\left(b_{2}\right)=r(e(a))-s\left(b_{2}\right)-r\left(e\left(b_{2}\right)\right)$.

We further sharpen the conclusion in Theorem 2.6.
Theorem 2.10. Let $a$ and $b$ be elements in a von Neumann algebra $M$ such that $0 \leq a, b \leq I$. Then $a$ and $b$ are absolutely compatible if, and only if, there exist positive elements $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}$ in $M$ and mutually orthogonal (possibly zero) projections $s_{1}, s_{2}, r, n_{1}$ and $n_{2}$ in $M$ satisfying:
(a) $s_{1}+s_{2}+r+n_{1}+n_{2}=I$;
(b) $b_{1} \leq s_{1}, a_{1} \leq s_{2}, a_{2} \leq r=r\left(b_{2}\right), b_{3} \leq n_{1}, a_{3} \leq n_{2}$ and $a_{2}$ is absolutely compatible with $b_{2}$;
(c) $a=s_{1}+a_{1}+a_{2}+a_{3}$ and $b=b_{1}+s_{2}+b_{2}+b_{3}$.

Proof. Suppose first that $a$ and $b$ are absolutely compatible. By Theorem 2.6, there exist $b_{1} \in[0, s(a)]$, $b_{2} \in[0, r(e(a))]$ and $b_{3} \in[0, n(a)]$ with $e(a)$ absolutely compatible with $b_{2}$ such that $b=b_{1}+b_{2}+b_{3}$. Let $n_{1}\left(b_{2}\right)$ denote the relative kernel of $b_{2}$ with respect to $e(a)$. A new application of Theorem 2.6 to the absolutely compatible pair $b_{2}, e(a)$ in the von Neumann algebra $r(e(a)) M r(e(a))$, proves the existence of $a_{1} \in\left[0, s\left(b_{2}\right)\right], a_{2} \in\left[0, r\left(e\left(b_{2}\right)\right)\right]$ and $a_{3} \in\left[0, n_{1}\left(b_{2}\right)\right]$ with $a_{2}$ absolutely compatible with $e\left(b_{2}\right)$ such that $e(a)=a_{1}+a_{2}+a_{3}$, and thus, $a=s(a)+a_{1}+a_{2}+a_{3}$ and $b=b_{1}+s\left(b_{2}\right)+e\left(b_{2}\right)+b_{3}$.
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Conversely, assume that there exist positive elements $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}$ in $M$ and mutually orthogonal (possibly zero) projections $s_{1}, s_{2}, r, n_{1}$ and $n_{2}$ in $M$ satisfying $(a),(b)$ and $(c)$. Then we have

$$
\begin{aligned}
|a-b| & =\left|\left(s_{1}+a_{1}+a_{2}+a_{3}\right)-\left(b_{1}+s_{2}+b_{2}+b_{3}\right)\right| \\
& =\left|\left(s_{1}-b_{1}\right)+\left(a_{1}-s_{2}\right)+\left(a_{2}-b_{2}\right)+a_{3}-b_{3}\right| \\
& =\left|s_{1}-b_{1}\right|+\left|a_{1}-s_{2}\right|+\left|a_{2}-b_{2}\right|+\left|a_{3}\right|+\left|-b_{3}\right| \\
& =\left(s_{1}-b_{1}\right)+\left(s_{2}-a_{2}\right)+\left|a_{2}-e\left(b_{2}\right)\right|+a_{3}+b_{3}
\end{aligned}
$$

and

$$
\begin{aligned}
|I-a-b| & =\left|I-\left(s_{1}+a_{1}+a_{2}+a_{3}\right)-\left(b_{1}+s_{2}+b_{2}+b_{3}\right)\right| \\
& =\left|-b_{1}-a_{1}+\left(r-a_{2}-b_{2}\right)+\left(n_{2}-a_{3}\right)+\left(n_{1}-b_{3}\right)\right| \\
& =\left|-b_{1}\right|+\left|-a_{1}\right|+\left|r-a_{2}-b_{2}\right|+\left|n_{2}-a_{3}\right|+\left|n_{1}-b_{3}\right| \\
& =b_{1}+a_{1}+\left|r-a_{2}-b_{2}\right|+\left(n_{2}-a_{3}\right)+\left(n_{1}-b_{3}\right) .
\end{aligned}
$$

Having in mind that $a_{2}$ is absolutely compatible with $b_{2}$, Lemma 2.5 yields that

$$
\left|a_{2}-b_{2}\right|+\left|r-a_{2}-b_{2}\right|=r .
$$

Thus, by adding the last three equations, we get $|a-b|+|I-a-b|=I$, which concludes the proof.
Let us observe that some of the projections, and consequently, some of the corresponding elements in Theorem 2.10 may be zero.

Corollary 2.11. Let $a$ and $b$ be elements in a von Neumann algebra $M$ such that $0 \leq a, b \leq I$. Suppose that $a$ is absolutely compatible with $b$. Then $a b=b a$ if, and only if, the element $b_{2}$ given by Theorem 2.6 is a projection.

Proof. If $a$ and $b$ commute, let $N$ denote the commutative von Neumann subalgebra of $M$ generated by $a, b$ and $I$. By identifying $N$ with a $C(K)$ space and having in mind that $a \Delta b$, we deduce from $[3$, Remark 2.2 ] that $b_{2}$ must be a projection in $N$ and hence in $M$.

Suppose now that $b_{2}$ is a projection, and hence, $e\left(b_{2}\right)=0$. By applying Theorem 2.10 we deduce that $a_{2}=0$, and hence, $a=s(a)+a_{1}+a_{3}$ and $b=b_{1}+s\left(b_{2}\right)+b_{3}$ satisfy the conclusion of the just commented theorem. It can be checked from the conclusion of this Theorem 2.10 that $a b=b a$.

We resume our previous conclusion in a more schematic form.
Remark 2.12. Let $M$ be a von Neumann algebra and let $0 \leq a, b \leq I$ such that $a \triangle b$.
(1) If $a$ and $b$ commute, then there exists a set of mutually orthogonal projections $\left\{s(a), b_{2}, n_{1}\left(b_{2}\right), n(a)\right\}$ in $M$ whose sum is $I$ such that $a$ and $b$ have the following matrix representations with respect to this system:

$$
a=\left(\begin{array}{cccc}
s(a) & 0 & 0 & 0 \\
0 & a_{1} & 0 & 0 \\
0 & 0 & a_{3} & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad \text { and } \quad b=\left(\begin{array}{cccc}
b_{1} & 0 & 0 & 0 \\
0 & b_{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & b_{3}
\end{array}\right)
$$

Some of these projections may be zero.
(2) If $a$ and $b$ do not commute, then there exists a set of mutually orthogonal projections $\left\{s(a), s\left(b_{2}\right), q_{1}, q_{2}\right.$, $\left.n_{1}\left(b_{2}\right), n(a)\right\}$ in $M$ whose sum is $I$ such that $a$ and $b$ have the following matrix representations with respect to this system:

$$
a=\left(\begin{array}{cccccc}
s(a) & 0 & 0 & 0 & 0 & 0 \\
0 & a_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & a_{11} & a_{12} & 0 & 0 \\
0 & 0 & a_{12}^{*} & a_{22} & 0 & 0 \\
0 & 0 & 0 & 0 & a_{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \quad b=\left(\begin{array}{cccccc}
b_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & s\left(b_{2}\right) & 0 & 0 & 0 & 0 \\
0 & 0 & b_{11} & -a_{12} & 0 & 0 \\
0 & 0 & -a_{12}^{*} & b_{22} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_{3}
\end{array}\right) .
$$

Some of these projections may be zero. However, $q_{1}$ and $q_{2}$ can not be zero. Similarly, $a_{12} \neq 0$. Moreover, $a_{11}$ commutes with $b_{11}$ and $a_{22}$ commutes with $b_{22}$.
3. Absolute compatibility in the case of matrices. In this section, we shall particularize the main conclusions in Section 2 to the case of matrix algebras. Note that, in a general von Neumann algebra $M$, 0 and $I$ are absolutely compatible with every element $a \in[0, I]_{M}$. Thus, in order to describe absolutely compatible elements in $M$ it suffices to discuss the absolutely compatible pairs in $[0, I]_{M} \backslash\{0, I\}$.
3.1. Absolute compatibility in $\mathbb{M}_{2}$. In this subsection, we discuss the case of 2 by 2 matrices due to its special importance. Commuting pairs of absolutely compatible 2 by 2 matrices are described in the next result.

Proposition 3.1. Let $0 \leq a, b \leq I$ in $\mathbb{M}_{2}$ such that $a \triangle b$ and $a b=b a$. Then the following statements hold:
(a) If $n(a)=s(a)=0$, then there exist $\alpha, \beta \in(0,1)$ in $\mathbb{R}$ and a rank one projection $p \in \mathbb{M}_{2}$ such that $b=p$ and $a=\alpha p+\beta(I-p)$;
(b) If $n(a) \neq 0$ or $s(a) \neq 0$, then one of the next statements holds:
(b.1) If $e(a)=0$, then there exist $\alpha, \beta \in[0,1]$ in $\mathbb{R}$ and a rank one projection $p \in \mathbb{M}_{2}$ such that $\alpha+\beta>0$ and $a=p$ and $b=\alpha p+\beta(I-p)$;
(b.2) If $s(a), e(a) \neq 0$, then there exist $\alpha, \beta \in[0,1]$ in $\mathbb{R}$ and a rank one projection $p \in \mathbb{M}_{2}$ such that $a=p+\alpha(I-p)$ and $b=\beta p+(I-p)$ with $\alpha \neq 0$ or $a=p+\alpha(I-p)$ and $b=\beta p$ with $\alpha, \beta \neq 0$;
(b.3) If $n(a), e(a) \neq 0$, then there exist $\alpha, \beta \in[0,1]$ in $\mathbb{R}$ and a rank one projection $p \in \mathbb{M}_{2}$ such that $a=\alpha p$ and $b=p+\beta(I-p)$ with $\alpha \neq 0$ or $a=\alpha p$ and $b=\beta(I-p)$ with $\alpha, \beta \neq 0$.
Proof. The statement is a straight consequence of Remark 2.12(1) and the fact that in $\mathbb{M}_{2}$ we can find at most two orthogonal rank one projections. It can be also obtained from Corollary 2.11 or from the fact that there exists a rank one projection $p$ and $\alpha, \beta$ in $[0,1]$ such that $a=\alpha p+\beta(I-p)$.

In our next result, we study absolutely compatible pairs in which one of the elements has non-zero null or peak projection.

Proposition 3.2. Let $0 \supsetneqq a, b \supsetneqq I$ in $\mathbb{M}_{2}$ be an absolutely compatible pair. Suppose $n(a) \neq 0$ or $s(a) \neq 0$. Then a and $b$ commute and there exists a rank one projection $p$ in $\mathbb{M}_{2}$ such that one of the following three cases arises:
(1) $a=p$ and $b=\lambda p+\mu(I-p)$ for some $\lambda, \mu \in[0,1]$ with $0<\lambda+\mu<2$;
(2) $a=p+t(I-p)$ and $b=\lambda p+\mu(I-p)$ for some $t, \lambda \in[0,1), \mu \in\{0,1\}$;
(3) $a=t p$ and $b=\lambda p+\mu(I-p)$ for some $t \in(0,1), \lambda \in\{0,1\}, \mu \in[0,1]$.

Proof. Suppose first that $s(a) \neq 0$. In this case, there exists a rank one projection $p=s(a)$ in $\mathbb{M}_{2}$ such that $a=p+t(I-p)$ for some $t \in[0,1)$ with $I-p \leq n(a)+r(e(a))$ and $I-p$ is a rank one projection. It follows that either $n(a)=0$ or $r(e(a))=0$. If $n(a) \neq 0$, then $a=p=s(a)$, and by applying Theorem 2.6 we deduce the existence of $\lambda, \mu \in[0,1]$ with $0<\lambda+\mu<2$ such that $b=\lambda s(a)+\mu n(a)$. If $e(a) \neq 0$, then $I-p=r(e(a))$ and Theorem 2.6 implies that statement (2) holds.

Suppose finally that $n(a) \neq 0$. The hypotheses imply that either $s(a)=0$ or $r(e(a))=0$. The case $e(a)=0$ (equivalently, $a=s(a) \neq 0$ ) has been discussed above. If $n(a)=0$, there exists $t \in(0,1)$ satisfying $a=t p$, where $p$ is a rank one projection. Theorem 2.6 implies that $b=\alpha p+\beta(I-p)$ for some $\alpha, \beta \in[0,1]$. Since $\alpha p \triangle t p$ and $t \neq 0,1$, we deduce that $\alpha \in\{0,1\}$.

We shall deal next with non-commuting pairs in $\mathbb{M}_{2}$. Let $0 \leq a, b \leq I$ be a non-commuting, absolutely compatible pair in $\mathbb{M}_{2}$. In this case, $a b \neq 0$. The case in which $n(a) \neq 0$ or $s(a) \neq 0$ has been treated in Proposition 3.2. We can thus assume, without any loss of generality, that $0 \supsetneqq a, b \nsupseteq I$ are absolutely compatible, $a b \neq 0$ and $n(a)=s(a)=0=n(b)=s(b)$. Henceforth, given $a \in \mathbb{M}_{n}$, the symbol trace $(a)$ will denote the (non-normalized) trace of $a$.

THEOREM 3.3. Let $0 \varsubsetneqq a, b \nsupseteq I$ in $\mathbb{M}_{2}$. Then $a$ and $b$ are absolutely compatible with $a b \neq b a$ and $n(a)=s(a)=0=n(b)=s(b)$ if, and only if, the following three properties hold:
(1) $\operatorname{det}(a)>0, \operatorname{det}(b)>0$;
(2) $\operatorname{trace}(a)=1=\operatorname{trace}(b)$;
(3) $\operatorname{det}(a \circ b)=0$.

Proof. By hypothesis $n(a)=n(b)=s(a)=s(b)=0$. Accordingly to the notation and conclusions in Theorem 2.10, we also know that $s\left(b_{2}\right)=0=n\left(b_{2}\right)$. Therefore, by the just quoted theorem (see also Remark 2.12), we can assume, up to an appropriate representation, that $a=\left(\begin{array}{ll}\alpha_{11} & \alpha_{12} \\ \overline{\alpha_{12}} & \alpha_{22}\end{array}\right)$, and $b=\left(\begin{array}{cc}\beta_{11} & -\alpha_{12} \\ -\overline{\alpha_{12}} & \beta_{22}\end{array}\right)$, where $\alpha_{11}, \alpha_{22} \in \mathbb{R}_{0}^{+}, \alpha_{12} \in \mathbb{C}$, and $\operatorname{det}(a), \operatorname{det}(b)>0$ (the latter because $n(a)=$ $n(b)=0)$. We also know from Theorem 2.2 that the following identities hold
(1) $\left|\overline{\alpha_{12}}\right|^{2}=\left(1-\alpha_{11}\right)\left(1-\beta_{11}\right)$;
(2) $\left|\alpha_{12}\right|^{2}=\alpha_{22} \beta_{22}$;
(3) $\alpha_{12}=\left(\alpha_{11}+\alpha_{22}\right) \alpha_{12}=\left(\beta_{11}+\beta_{22}\right) \alpha_{12}$.

The case $\alpha_{12}=0$ is impossible because $a$ and $b$ do not commute. Therefore $\alpha_{11}+\alpha_{22}=\beta_{11}+\beta_{22}=1$. It is not hard to check that, in this case,

$$
a \circ b=\left(\begin{array}{cc}
\alpha_{11} \beta_{11}-\left|\alpha_{12}\right|^{2} & 0 \\
0 & \alpha_{22} \beta_{22}-\left|\alpha_{12}\right|^{2}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{11} \beta_{11}-\left|\alpha_{12}\right|^{2} & 0 \\
0 & 0
\end{array}\right)
$$

and thus, $\operatorname{det}(a \circ b)=0$.
Now let us assume that $a$ and $b$ satisfy (1) - (3). Since $a \circ b$ is a hermitian matrix with $\operatorname{det}(a \circ b)=0$, then there exists a rank one projection $p \in \mathbb{M}_{2}$ such that $a \circ b=\lambda p$ for some $\lambda \in[0,1]$. Find a unitary $u$ such that $u^{*} p u=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. As $\operatorname{trace}(a)=1=\operatorname{trace}(b)$, we have $a_{u}=u^{*} a u=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $b_{u}=u^{*} b u=$
$\left(\begin{array}{cc}s & \beta \\ \bar{\beta} & 1-s\end{array}\right)$. Having in mind that $a_{u} \circ b_{u}=\left(\begin{array}{ll}\lambda & 0 \\ 0 & 0\end{array}\right)$, we get $\alpha+\beta=0$ and $\alpha \bar{\beta}+\bar{\alpha} \beta+2(1-t)(1-s)=0$. Thus, $\beta=-\alpha$ and $|\alpha|^{2}=(1-t)(1-s)$. Theorem 2.2 implies that $a_{u} \triangle b_{u}$ and consequently $a \triangle b$.

We shall next show that $n(a)=s(a)=0=n(b)=s(b)$. Clearly $n(a)=0 \operatorname{because} \operatorname{det}(a)>0$. If $s(a) \neq 0$, then there exists a rank one projection $q \in \mathbb{M}_{2}$ such that $q \leq a$. In this case, $a=q+t(1-q)$ for some $t \in[0,1]$. The condition trace $(a)=1$ implies that $t=0$, and $\operatorname{hence}$, $\operatorname{det}(a)=0$, which is impossible. We can similarly prove that $0=n(b)=s(b)$.

Finally, if $a b=b a$, then $a \circ b=a b=b a$ and $0=\operatorname{det}(a \circ b)=\operatorname{det}(a b)=\operatorname{det}(a) \operatorname{det}(b)>0$, which is impossible. We have therefore shown that $a b \neq b a$, and in particular $a b \neq 0$.

Let us comment some more concrete conclusions and geometric interpretations.
REmARK 3.4. Let $0 \supsetneqq a, b \nsupseteq I$ in $\mathbb{M}_{2}$ with $a \triangle b$ and $a b \neq b a$. By Theorem 3.3, there exists $t \in[0,1]$ and $\alpha \in \mathbb{C}$, such that $\operatorname{det}(a)=\operatorname{det}\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)=t(1-t)-|\alpha|^{2} \leq \frac{1}{4}-|\alpha|^{2} \leq \frac{1}{4}$. Similarly, $\operatorname{det}(b) \leq \frac{1}{4}$. Furthermore, $\operatorname{det}(a)=\frac{1}{4}$ if, and only if, $t=\frac{1}{2}$ and $\alpha=0$, or equivalently, $a=\frac{1}{2} I$, which is impossible because $a b \neq b a$. We have therefore shown that $\operatorname{det}(a), \operatorname{det}(b)<\frac{1}{4}$.

We note that the matrices $a$ and $b$ belong to the set

$$
\begin{aligned}
\mathcal{S} & =\left\{c \in \mathbb{M}_{2}: 0 \leq c \leq I, \operatorname{trace}(c)=1,0<\operatorname{det}(c)<\frac{1}{4}\right\} \\
& =\left\{\left(\begin{array}{cc}
t & \alpha \\
\bar{\alpha} & 1-t
\end{array}\right): t \in(0,1), \alpha \in \mathbb{C} \text { and }|\alpha|^{2}<t(1-t)\right\} \backslash\left\{\frac{1}{2} I\right\} .
\end{aligned}
$$

We observe that every element $c \in \mathcal{S}$ satisfies $n(c)=s(c)=0$.
Let $a$ be an element in $\mathcal{S}$. We can now conclude that, up to an appropriate ${ }^{*}$-isomorphism, we can determine the set of absolutely compatible elements in $\mathcal{S}$.

ThEOREM 3.5. Let $a$ and $b$ be two matrices in the set $\mathcal{S} \subset \mathbb{M}_{2}$. Then $a$ is absolutely compatible with $b$ if, and only if, there exists a unitary $u \in \mathbb{M}_{2}$ such that $u^{*} a u=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $u^{*} b u=\left(\begin{array}{cc}s & \beta \\ \bar{\beta} & 1-s\end{array}\right)$, where $\beta=-\alpha \neq 0$ and $s=\frac{|\alpha|^{2}}{t}$ or $s=1-\frac{|\alpha|^{2}}{1-t}$ with $s, t \in(0,1)$ and $|\alpha|^{2}<t(1-t)$.

Proof. We begin with some observations. By the hypotheses, $n(a)=s(a)=0=n(b)=s(b)$. Actually, $\operatorname{det}(a)>0, \operatorname{det}(b)>0$ and $\operatorname{trace}(a)=1=\operatorname{trace}(b)$.

Suppose $a \triangle b$. Since $a$ and $b$ are invertible elements in $\mathbb{M}_{2}$, it then follows that $a$ and $b$ are not orthogonal, and hence, $a \circ b \neq 0$ (Theorem 2.2). We observe that in $\mathbb{M}_{2}$ there are no more than two mutually orthogonal rank one projections. Theorem 3.3 implies that $\operatorname{det}(a \circ b)=0$, and hence, the range projection of $a \circ b$ is a rank one projection. Having in mind that for each unitary $u \in \mathbb{M}_{2}$ we have $u^{*} \mathcal{S} u=\mathcal{S}$, by applying Theorem 2.2, we can find a unitary element $u \in \mathbb{M}_{2}$ such that $a_{u}=u^{*} a u=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right) \in \mathcal{S}$ and $b_{u}=u^{*} b u=\left(\begin{array}{cc}s & -\alpha \\ -\bar{\alpha} & 1-s\end{array}\right) \in \mathcal{S}$, with $|\alpha|^{2}<\min \{t(1-t), s(1-s)\}$.

In this case, $a_{u} b_{u}=b_{u} a_{u}$ if, and only if, $\alpha=0$ or $s+t=1$. The second case is impossible because if
$s+t=1$ we would have $b_{u}=I-a_{u}$, and thus,

$$
I=\left|b_{u}-a_{u}\right|+\left|I-b_{u}-a_{u}\right|=\left|b_{u}-a_{u}\right|=\left|I-2 a_{u}\right|=\lambda_{2} q_{1}+\left|\lambda_{1}\right| q_{2} \neq I
$$

where $q_{1}$ is a rank one projection, $q_{2}=I-q_{1}$, and

$$
1>\lambda_{2}=\sqrt{1-4\left(t(1-t)-|\alpha|^{2}\right)}>0>\lambda_{1}=-\lambda_{2}>-1
$$

are the eigenvalues of $I-2 a_{u}$. The case $\alpha=0$ also is impossible because $s, t \in(0,1) \backslash\left\{\frac{1}{2}\right\}, a_{u} \triangle b_{u}$, and $a_{u} b_{u}=b_{u} a_{u}$.

We have deduced that $a b \neq b a$ (equivalently, $a_{u} b_{u} \neq b_{u} a_{u}$ ). Theorem 3.3 implies that $a \triangle b$ (equivalently, $a_{u} \triangle b_{u}$ ) if, and only if, $\operatorname{det}(a \circ b)=0$ (equivalently, $\operatorname{det}\left(a_{u} \circ b_{u}\right)=0$ ). It can be easily seen that $\operatorname{det}\left(a_{u} \circ b_{u}\right)=$ $\left(s t-|\alpha|^{2}\right)\left((1-s)(1-t)-|\alpha|^{2}\right)=0$, and thus, $s t=|\alpha|^{2}$ or $(1-s)(1-t)=|\alpha|^{2}$.

On the other hand, since $|\alpha|^{2}<t(1-t)<\frac{1}{4}$, it can be easily seen that $t>|\alpha|^{2}$ or $(1-t)>|\alpha|^{2}$. If $t>|\alpha|^{2}$ and $(1-t) \leq|\alpha|^{2}$, we deduce that $s=\frac{|\alpha|^{2}}{t} \in(0,1)$ and $b_{u}=\left(\begin{array}{cc}\frac{|\alpha|^{2}}{t} & -\alpha \\ -\bar{\alpha} & 1-\frac{|\alpha|^{2}}{t}\end{array}\right)$. If $t \leq|\alpha|^{2}$ and $(1-t)>|\alpha|^{2}$, we deduce that $s=1-\frac{|\alpha|^{2}}{1-t} \in(0,1)$ and $b_{u}=\left(\begin{array}{cc}1-\frac{|\alpha|^{2}}{1-t} & -\alpha \\ -\bar{\alpha} & \frac{|\alpha|^{2}}{1-t}\end{array}\right)$. If $t>|\alpha|^{2}$ and $(1-t)>|\alpha|^{2}$ both solutions are possible.

Finally, if there exists a unitary $u \in \mathbb{M}_{2}$ such that $u^{*} a u=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $u^{*} b u=\left(\begin{array}{cc}s & \beta \\ \bar{\beta} & 1-s\end{array}\right)$, in the conditions of the theorem, it is easy to check that $a b \neq b a, \operatorname{det}(a)>0, \operatorname{det}(b)>0, \operatorname{trace}(a)=1=\operatorname{trace}(b)$, and $\operatorname{det}(a \circ b)=0$. Theorem 3.3 assures that $a \triangle b$.

The set $\mathcal{S}$ can be identified with the punctured open ball in $\mathbb{R}^{3}$ given by

$$
\begin{aligned}
\stackrel{\circ}{\mathcal{B}} & =\left\{(t, \Re \mathrm{e}(\alpha), \Im \mathrm{m}(\alpha)): 0<\left(t-\frac{1}{2}\right)^{2}+\Re \mathrm{e}(\alpha)^{2}+\Im \mathrm{m}(\alpha)^{2}<\frac{1}{4}\right\} \\
& =\operatorname{int}\left(\mathcal{B}_{\mathbb{R}^{3}}\left(\left(\frac{1}{2}, 0,0\right), \frac{1}{2}\right)\right) \backslash\left\{\left(\frac{1}{2}, 0,0\right)\right\}
\end{aligned}
$$

Fix $a=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right) \in \mathcal{S}$ and let us consider the corresponding point $\widetilde{a}=(t, \Re \mathrm{e}(\alpha), \Im m(\alpha))$ in $\stackrel{\circ}{\mathcal{B}}$. Then $a^{\prime}:=I-a \in \mathcal{S}$ corresponds to the point $\widetilde{a^{\prime}}=(1-t,-\Re \mathrm{e}(\alpha),-\Im m(\alpha)) \in \dot{\mathcal{B}}$.

Let $\lambda_{1} \geq \lambda_{2} \geq 0$ be the eigenvalues of $a$. Then $1>\lambda_{1}>\lambda_{2}>0$ with $\lambda_{1}+\lambda_{2}=1$. Consider $p_{a}=$ $\frac{1}{\lambda_{1}-\lambda_{2}}\left(\begin{array}{cc}t-\lambda_{2} & \alpha \\ \bar{\alpha} & \lambda_{1}-t\end{array}\right)$. It is not hard to check that $p_{a}$ is a rank one projection, and the corresponding point $\widetilde{p_{a}}=\frac{1}{\lambda_{1}-\lambda_{2}}\left(t-\lambda_{2}, \Re \mathrm{e}(\alpha), \Im \mathrm{m}(\alpha)\right) \in \mathbb{R}^{3}$ lies in the outer boundary of $\stackrel{\circ}{\mathcal{B}}$ (that is, $\left\|\widetilde{p_{a}}-(1 / 2,0,0)\right\|_{2}^{2}=$ $1 / 4$ in $\mathbb{R}^{3}$ ). Further, for the rank one projection $1-p_{a}=p_{a}^{\prime}=\frac{1}{\lambda_{1}-\lambda_{2}}\left(\begin{array}{cc}\lambda_{1}-t & -\alpha \\ -\bar{\alpha} & t-\lambda_{2}\end{array}\right)$, its corresponding point $\widetilde{p_{a}^{\prime}}=\frac{1}{\lambda_{1}-\lambda_{2}}\left(\lambda_{1}-t,-\Re \mathrm{e}(\alpha),-\Im \mathrm{m}(\alpha)\right)$ also lies in the outer boundary of $\stackrel{\circ}{\mathcal{B}}$.

REMARK 3.6. Let $a$ and $b$ be two matrices in the set $\mathcal{S} \subset \mathbb{M}_{2}$. Suppose $a$ is absolutely compatible with b. Suppose first that there exists a unitary $u \in \mathbb{M}_{2}$ such that $a_{u}=u^{*} a u=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $b_{u}=u^{*} b u=$ $\left(\begin{array}{cc}\frac{|\alpha|^{2}}{t} & -\alpha \\ -\bar{\alpha} & 1-\frac{|\alpha|^{2}}{t}\end{array}\right)$, whose coordinates in $\mathbb{R}^{3}$ are $\widetilde{a_{u}}=(t, \Re \mathrm{e}(\alpha), \Im \mathrm{m}(\alpha))$ and $\widetilde{b_{u}}=\left(\frac{|\alpha|^{2}}{t},-\Re \mathrm{e}(\alpha),-\Im \mathrm{m}(\alpha)\right)$.

Consider the spheroid

$$
\mathcal{E}_{a_{u}}=\left\{x \in \mathbb{R}^{3}: d_{2}\left(x, \widetilde{a_{u}}\right)+d_{2}\left(x, \widetilde{a_{u}^{\prime}}\right)=1\right\} .
$$

It is not hard to check that

$$
\begin{aligned}
\left\|\widetilde{b_{u}}-\widetilde{a_{u}}\right\|_{2}+\left\|\widetilde{b_{u}}-\widetilde{a_{u}^{\prime}}\right\|_{2} & =\sqrt{\left(t-\frac{|\alpha|^{2}}{t}\right)^{2}+4 \Re \mathrm{e}(\alpha)^{2}+4 \Im \mathrm{~m}(\alpha)^{2}}+\left|1-t-\frac{|\alpha|^{2}}{t}\right| \\
& =\sqrt{\left(t-\frac{|\alpha|^{2}}{t}\right)^{2}+4|\alpha|^{2}}+\left|1-t-\frac{|\alpha|^{2}}{t}\right| \\
& =\sqrt{\left(t+\frac{|\alpha|^{2}}{t}\right)^{2}}+\left|1-t-\frac{|\alpha|^{2}}{t}\right| \quad\left(\text { since } t(1-t)>|\alpha|^{2}\right) \\
& =t+\frac{|\alpha|^{2}}{t}+1-t-\frac{|\alpha|^{2}}{t}=1
\end{aligned}
$$

that is $\widetilde{b_{u}} \in \mathcal{E}_{a_{u}}$. Similarly, for $b_{u}=\left(\begin{array}{cc}1-\frac{|\alpha|^{2}}{1-t} & -\alpha \\ -\bar{\alpha} & \frac{|\alpha|^{2}}{1-t}\end{array}\right)$, we can also show that $\widetilde{b_{u}} \in \mathcal{E}_{a_{u}}$.
Let us observe that $\widetilde{p_{a}}, \widetilde{p_{a}^{\prime}} \in \mathcal{E}_{a} \backslash \mathcal{S}$. Indeed, by applying that

$$
\lambda_{1}-\lambda_{2}=\sqrt{(2 t-1)^{2}+4 x^{2}+4 y^{2}}
$$

we can easily check that

$$
\left\|\widetilde{p_{a_{u}}}-\widetilde{a_{u}}\right\|_{2}+\left\|\widetilde{p_{a_{u}}}-\widetilde{a_{u}^{\prime}}\right\|_{2}=\frac{\|(2 t-1,2 x, 2 y)\|_{2}}{\lambda_{1}-\lambda_{2}}=1
$$

and

$$
\left\|\widetilde{p_{a_{u}}^{\prime}}-\widetilde{a_{u}}\right\|_{2}+\left\|\widetilde{p_{a_{u}}^{\prime}}-\widetilde{a_{u}^{\prime}}\right\|_{2}=1
$$

The geometric interest is that the conclusion in the above remark actually is a pattern for absolutely compatible elements in $\mathbb{M}_{2}$.

Theorem 3.7. Let $a=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ and $b=\left(\begin{array}{cc}x & y+i z \\ y-i z & 1-x\end{array}\right)$ be two elements in $\mathcal{S}$. Then $a$ is absolutely compatible with $b$ if, and only if, the corresponding point $\widetilde{b}=(x, y, z)$ in $\mathbb{R}^{3}$ lies in $\mathcal{E}_{a} \backslash\left\{\widetilde{p_{a}}, \widetilde{p_{a}^{\prime}}\right\}$, with

$$
\mathcal{E}_{a}=\left\{x \in \mathbb{R}^{3}: d_{2}(x, \widetilde{a})+d_{2}\left(x, \widetilde{a^{\prime}}\right)=1\right\}
$$

Proof. Let $|\alpha|=k$ and $\alpha=k e^{i \theta}$ for some $\theta \in[0,2 \pi]$. Assume that $a$ is absolutely compatible with $b$. Then by Theorem 3.3, $\operatorname{det}(a \circ b)=0$. Let $\beta=y+i z$. To simplify notation, we set $\varrho=\Re \mathrm{e}(\alpha \bar{\beta})=$
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$k(y \cos \theta+z \sin \theta)$ By matrix calculations, we have

$$
\begin{aligned}
0 & =\operatorname{det}(a \circ b)=\operatorname{det}\left(\begin{array}{cc}
x t+\varrho & \frac{\alpha+\beta}{2} \\
\frac{\bar{\alpha}+\bar{\beta}}{2} & (1-x)(1-t)+\varrho
\end{array}\right) \\
& =(x t+\varrho)((1-x)(1-t)+\varrho)-\frac{|\alpha+\beta|^{2}}{4}
\end{aligned}
$$

if, and only if,

$$
y^{2}+z^{2}+k^{2}+2 \varrho=\left|y+i z+k e^{i \theta}\right|^{2}=|\alpha+\beta|^{2}=4(t x+\varrho)((1-t)(1-x)+\varrho),
$$

which is equivalent to the identity

$$
\begin{equation*}
4 t(1-t) x^{2}+|\alpha|^{2}+|\beta|^{2}-4 \varrho^{2}+4(1-2 t) x \varrho-4 t(1-t) x-2(1-2 t) \varrho=0 \tag{3.5}
\end{equation*}
$$

or equivalently,

$$
\begin{align*}
& 4 t(1-t) x^{2}+y^{2}+z^{2}-4 k^{2}(y \cos (\theta)+z \sin (\theta))^{2}+4 k(1-2 t) x(y \cos (\theta)  \tag{3.6}\\
& +z \sin (\theta))-4 t(1-t) x-2 k(1-2 t)(y \cos (\theta)+z \sin (\theta))+k^{2}=0
\end{align*}
$$

On the other hand, the equation

$$
\begin{aligned}
1 & =\|\widetilde{a}-\widetilde{b}\|_{2}+\left\|\widetilde{a^{\prime}}-\widetilde{b}\right\|_{2} \\
& =\|(t, \Re \mathrm{e}(\alpha), \Im m(\alpha))-(x, y, z)\|_{2}+\|(1-t,-\Re \mathrm{e}(\alpha),-\Im m(\alpha))-(x, y, z)\|_{2}
\end{aligned}
$$

can be rewritten in the form

$$
\begin{aligned}
& \sqrt{(1-t-x)^{2}+(-\Re \mathrm{e}(\alpha)-y)^{2}+(-\Im \mathrm{S}(\alpha)-z)^{2}} \\
& =1-\sqrt{(t-x)^{2}+(\Re \mathrm{e}(\alpha)-y)^{2}+(\Im \mathrm{S}(\alpha)-z)^{2}}
\end{aligned}
$$

By squaring both sides and simplifying we get

$$
\sqrt{(t-x)^{2}+(\Re \mathrm{e}(\alpha)-y)^{2}+(\Im \mathrm{m}(\alpha)-z)^{2}}=t+x-2 t x-2 \Re \mathrm{e}(\alpha) y-2 \Im \mathrm{~m}(\alpha) z
$$

The left hand side coincides with $\sqrt{(t-x)^{2}+|\alpha-\beta|^{2}}$, while the right hand side equals to $(t+x)-2 t x-$ $2 \Re \mathrm{e}(\alpha \bar{\beta})=(t+x)-2 t x-2 \rho$. Now, by replacing both sides and squaring one more time we get

$$
\begin{gathered}
(t-x)^{2}+|\alpha|^{2}+|\beta|^{2}-2 \rho=(t-x)^{2}+|\alpha|^{2}+|\beta|^{2}-2 \Re \mathrm{e}(\alpha \bar{\beta})=(t-x)^{2}+|\alpha-\beta|^{2} \\
=(t+x)^{2}+4 t^{2} x^{2}+4 \rho^{2}-4(t+x) t x-4(t+x) \rho+8 t x \rho,
\end{gathered}
$$

which simplified yields the identity in (3.5).
We have proved that, under our hypotheses, $a$ is absolutely compatible with $b$ if, and only if, $\operatorname{det}(a \circ b)=0$ if, and only if, (3.5) holds if, and only if, $1=\|\widetilde{a}-\widetilde{b}\|_{2}+\left\|\widetilde{a^{\prime}}-\widetilde{b}\right\|_{2}$, equivalently, $\widetilde{b} \in \mathcal{E}_{a} \backslash\left\{\widetilde{p_{a}}, \widetilde{p_{a}^{\prime}}\right\}$.

An alternative approach, employed in later arguments, can be obtained by substituting in (3.6) $Y=$ $y \cos \theta+z \sin \theta$ and $Z=-y \sin \theta+z \cos \theta$. In this case, the commented equation transforms into

$$
4 t(1-t) x^{2}+Y^{2}+Z^{2}-4 k^{2} Y^{2}+4 k(1-2 t) x Y-4 t(1-t) x-2 k(1-2 t) Y+k^{2}=0
$$

Now, with a bit of patience, it is not hard to check that for $U=x \cos \phi-Y \sin \phi, V=x \sin \phi+Y \cos \phi$, $\cos \phi=\frac{1-2 t}{\sqrt{1-4 d}}, \sin \phi=\frac{2 k}{\sqrt{1-4 d}}$ and $d=\operatorname{det}(a)$, the previous equation is equivalent to

$$
\begin{equation*}
4 d\left(U-\frac{1}{2} \cos \phi\right)^{2}+\left(V-\frac{1}{2} \sin \phi\right)^{2}+Z^{2}=d \tag{3.7}
\end{equation*}
$$

Hence, (3.7), and therefore (3.5), represents a prolate spheroid with semi-major axis $\frac{1}{2}$, eccentricity $\sqrt{1-4 d}$. Further, we note that with respect to the coordinate $\operatorname{system}(U, V, Z),(3.7)$ has centre at $\left(\frac{1}{2} \cos \phi, \frac{1}{2} \sin \phi, 0\right)$; foci at

$$
F_{1}\left(\frac{1}{2}\left(\cos \phi-\sqrt{1-4 d}, \frac{1}{2} \sin \phi, 0\right)\right)
$$

and

$$
F_{2}\left(\frac{1}{2}\left(\cos \phi+\sqrt{1-4 d}, \frac{1}{2} \sin \phi, 0\right)\right)
$$

and the extremities of the major axis at $E_{1}\left(\frac{1}{2}\left(\cos \phi-1, \frac{1}{2} \sin \phi, 0\right)\right)$ and $E_{2}\left(\frac{1}{2}\left(\cos \phi+1, \frac{1}{2} \sin \phi, 0\right)\right)$.

Transforming back to the coordinate system $(x, y, z)$, we may deduce that (3.5) has the centre at $\left(\frac{1}{2}, 0,0\right)$, foci at $\widetilde{a}$, and $\widetilde{a^{\prime}}$ and the extremities of the major axis at $\widetilde{p_{a}}$ and $\widetilde{p_{a}^{\prime}}$.

REmARK 3.8. Let $a=\left(\begin{array}{cc}t & \alpha \\ \bar{\alpha} & 1-t\end{array}\right)$ be an element in $\mathcal{S}$. We keep the notation in the proof of Theorem 3.7. The spheroid $\mathcal{E}_{a}$ depends on the values of $t$ and $\alpha$. However, there is a geometric approach to reduce this dependence on the determinant of $a$. Namely, the director sphere of the prolate spheroid $\mathcal{E}_{a}$ given by (3.7) in the proof of the just mentioned theorem (i.e., the locus of the point of intersection of three tangent planes to this spheroid which are mutually at right angles, see [1, pages 86-87]) is defined by the equation

$$
\begin{equation*}
\left(U-\frac{1}{2} \cos \phi\right)^{2}+\left(V-\frac{1}{2} \sin \phi\right)^{2}+Z^{2}=\frac{1}{4}+2 d \tag{3.8}
\end{equation*}
$$

By transforming the previous equation into the coordinate system $(x, y, z)$ we have

$$
\begin{equation*}
\left(x-\frac{1}{2}\right)^{2}+y^{2}+z^{2}=\frac{1}{4}+2 d \tag{3.9}
\end{equation*}
$$

which only depends on $d=\operatorname{det}(a) \in\left(0, \frac{1}{4}\right)$. The union of all director spheres of the prolate spheroids $\mathcal{E}_{a}$ with $a$ running in the set $\mathcal{S}$ is precisely the (open) ring

$$
\left\{(x, y, z) \in \mathbb{R}^{3}: \frac{1}{4}<\left(x-\frac{1}{2}\right)^{2}+y^{2}+z^{2}<\frac{3}{4}\right\}
$$

whose inner boundary can be identified with

$$
\mathcal{P}_{1}\left(\mathbb{M}_{2}\right)=\left\{\left(\begin{array}{cc}
t & y+i z \\
y-i z & 1-t
\end{array}\right): \begin{array}{c}
t \in(0,1), y, z \in \mathbb{R}, \\
y^{2}+z^{2}+\left(t-\frac{1}{2}\right)^{2}=\frac{1}{4}
\end{array}\right\}
$$

(which is defined as the set of all rank one projections in $\mathbb{M}_{2}$ ). Let us observe that $\mathcal{P}_{1}\left(\mathbb{M}_{2}\right)$ can be also identified with the outer boundary of the punctured open ball $\stackrel{\circ}{\mathcal{B}}$. Similarly, the centre of $(3.9)$ is $\left(\frac{1}{2}, 0,0\right)$ which is identified with $\frac{1}{2} I$.
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3.2. Absolute compatibility in $\mathbb{M}_{n}$. Our next goal is to study absolutely compatible pairs in $\mathbb{M}_{n}$.

Theorem 3.9. Let $0 \leq a, b \leq I$ be elements in $\mathbb{M}_{n}$ with $n(a)=s(a)=0=n(b)=s(b)$. If $a$ is absolutely compatible with $b$, then $n$ is an even number, say $n=2 k$, and there exist $a_{1}, \ldots, a_{k}, b_{1}, \ldots, b_{k} \in \mathcal{S} \subseteq \mathbb{M}_{2}$ and $a$ unitary $w \in \mathbb{M}_{n}$ with $a_{i} \triangle b_{i}$ for every $i=1, \ldots, k$ such that $a=w^{*}\left(a_{1} \oplus \cdots \oplus a_{k}\right) w$ and $b=w^{*}\left(b_{1} \oplus \cdots \oplus b_{k}\right) w$.

Proof. Let $\operatorname{rank}(a \circ b)=k$. By Theorem 2.2, for $p_{1}=r(a \circ b)$, there exist $a_{11}, b_{11} \in \mathbb{M}_{k}=p_{1} \mathbb{M}_{n} p_{1}$; $a_{22}, b_{22} \in \mathbb{M}_{n-k}=\left(I-p_{1}\right) \mathbb{M}_{n}\left(I-p_{1}\right)$ and $a_{12} \in \mathbb{M}_{k, n-k}$ with

$$
\begin{gathered}
a_{12} a_{12}^{*}=\left(p_{1}-a_{11}\right)\left(p_{1}-b_{11}\right), \quad a_{11} b_{11}=b_{11} a_{11} \\
a_{12}^{*} a_{12}=a_{22} a_{22}=b_{22} a_{22} \\
a_{12}=a_{11} a_{12}+a_{12} a_{22}=b_{11} a_{12}+a_{12} b_{22}
\end{gathered}
$$

such that $a=\left(\begin{array}{ll}a_{11} & a_{12} \\ a_{12}^{*} & a_{22}\end{array}\right)$ and $b=\left(\begin{array}{cc}b_{11} & -a_{12} \\ -a_{12}^{*} & b_{22}\end{array}\right)$. Since $a_{11}, a_{22}, b_{11}$, and $b_{22}$ are positive with $a_{11} b_{11}=b_{11} a_{11}$ and $a_{22} b_{22}=b_{22} a_{22}$, we can find unitaries $u_{1} \in \mathbb{M}_{k}$ and $u_{2} \in \mathbb{M}_{n-k}$ such that $u_{1}^{*} a_{11} u_{1}=D_{1}$, $u_{1}^{*} b_{11} u_{1}=E_{1}, u_{2}^{*} a_{22} u_{2}=D_{2}$ and $u_{2}^{*} b_{22} u_{2}=E_{2}$ are diagonal. Put $S_{12}=u_{1}^{*} a_{12} u_{2}$. Then for $u=u_{1} \oplus u_{2}$, we have

$$
a_{u}=u^{*} a u=\left(\begin{array}{cc}
D_{1} & S_{12} \\
S_{12}^{*} & D_{2}
\end{array}\right) \quad \text { and } \quad b_{u}=u^{*} b u=\left(\begin{array}{cc}
E_{1} & -S_{12} \\
-S_{12}^{*} & E_{2}
\end{array}\right)
$$

so that

$$
\begin{gather*}
S_{12} S_{12}^{*}=\left(p_{1}-D_{1}\right)\left(p_{1}-E_{1}\right)  \tag{3.10}\\
S_{12}^{*} S_{12}=D_{2} E_{2}  \tag{3.11}\\
S_{12}=D_{1} S_{12}+S_{12} D_{2}=E_{1} S_{12}+S_{12} E_{2} \tag{3.12}
\end{gather*}
$$

Let $D_{1}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{k}\right), D_{2}=\operatorname{diag}\left(\alpha_{k+1}, \ldots, \alpha_{n}\right), E_{1}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{k}\right)$ and $E_{2}=\operatorname{diag}\left(\beta_{k+1}\right.$, $\left.\ldots, \beta_{n}\right)$. Since $n(a)=s(a)=0=n(b)=s(b)$, the same conclusion holds for $a_{u}$ and $b_{u}$. Thus, $\alpha_{i}, \beta_{j} \in(0,1)$, for $1 \leq i, j \leq n$. In particular, $\operatorname{rank}\left(S_{12} S_{12}^{*}\right)=k$ and $\operatorname{rank}\left(S_{12}^{*} S_{12}\right)=n-k$. Therefore,

$$
\max \{k, n-k\} \leq \operatorname{rank}\left(S_{12}\right) \leq \min \{k, n-k\}
$$

In other words, $\operatorname{rank}\left(S_{12}\right)=k=n-k$, so that $n=2 k$.
Let us denote $S_{12}=\left(s_{i j}\right)$. Then by (3.10) and (3.11), we have

$$
\begin{gathered}
\sum_{j=1}^{k}\left|s_{i j}\right|^{2}=\left(1-\alpha_{i}\right)\left(1-\beta_{i}\right), \quad 1 \leq i \leq k \\
\sum_{i=1}^{k}\left|s_{i j}\right|^{2}=\alpha_{k+j} \beta_{k+j}, \quad 1 \leq j \leq k \\
\sum_{l=1}^{k} s_{i l} \bar{s}_{j l}=0, \quad i \neq j
\end{gathered}
$$

$$
\sum_{l=1}^{k} \bar{s}_{l i} s_{l j}=0, \quad i \neq j
$$

By (3.12), we have

$$
\begin{equation*}
s_{i j}=\left(\alpha_{i}+\alpha_{k+j}\right) s_{i j}=\left(\beta_{i}+\beta_{k+j}\right) s_{i j}, \quad 1 \leq i, j \leq k \tag{3.13}
\end{equation*}
$$

Since $\operatorname{rank}\left(S_{12}\right)=k, \operatorname{det}\left(S_{12}\right) \neq 0$. Also by the Leibnitz formula for the determinant, we have

$$
\operatorname{det}\left(S_{12}\right)=\sum_{\sigma \in S_{k}} \operatorname{sgn}(\sigma) \Pi_{i=1}^{k} s_{\sigma(i) i}
$$

we note that $\Pi_{i=1}^{k} s_{\sigma(i) i} \neq 0$ for some permutation $\sigma \in S_{k}$. Thus, replacing $s_{12}$ by $P_{\sigma^{-1}} s_{12}$, and $D_{1}$ by $P_{\sigma^{-1}} D_{1} P_{\sigma}$, we may assume that $s_{i i} \neq 0$ for $1 \leq i \leq k$.

Now, by (3.13),

$$
\begin{equation*}
\alpha_{i}+\alpha_{k+i}=1=\beta_{i}+\beta_{k+i} \quad 1 \leq i \leq k \tag{3.14}
\end{equation*}
$$

Applying (3.14) to (3.13), we may deduce that

$$
\left(\alpha_{i}-\alpha_{j}\right) s_{i j}=0=\left(\beta_{i}-\beta_{j}\right) s_{i j}, \quad 1 \leq i, j \leq k
$$

Applying (3.14), we further get that $D_{1}+D_{2}=I_{k}=E_{1}+E_{2}$. Thus, by (3.10) and (3.11), we have

$$
S_{12} S_{12}^{*}=S_{12}^{*} S_{12}
$$

Similarly, by (3.12), we deduce that

$$
S_{12} D_{1}=D_{1} S_{12} \quad \text { and } \quad S_{12} E_{1}=E_{1} S_{12}
$$

Having in mind that $S_{12}$ is normal, there exists a unitary $v \in \mathbb{M}_{k}$ such that $v^{*} D_{1} v, v^{*} E_{1} v$ and $v^{*} S_{12} v$ are diagonal, say,

$$
\begin{aligned}
& D:=v^{*} D_{1} v=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{k}\right) \\
& E:=v^{*} E_{1} v=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{k}\right) \\
& S:=v^{*} S_{12} v=\operatorname{diag}\left(s_{1}, \ldots, s_{k}\right) .
\end{aligned}
$$

It follows that

$$
a_{0}:=(v \oplus v)^{*} u^{*} a u(v \oplus v)=\left(\begin{array}{cc}
D & S \\
S^{*} & I_{k}-D
\end{array}\right)
$$

and

$$
b_{0}:=(v \oplus v)^{*} u^{*} b u(v \oplus v)=\left(\begin{array}{cc}
E & -S \\
-S^{*} & I_{k}-E
\end{array}\right)
$$

with $a_{0} \triangle b_{0}$. We can find a suitable permutation $P \in \mathbb{M}_{n}$ such that

$$
P a_{0} P=\left(\begin{array}{cc}
\lambda_{1} & s_{1} \\
\bar{s}_{1} & 1-\lambda_{1}
\end{array}\right) \oplus \cdots \oplus\left(\begin{array}{cc}
\lambda_{k} & s_{k} \\
\bar{s}_{k} & 1-\lambda_{k}
\end{array}\right)
$$

and

$$
P b_{0} P=\left(\begin{array}{cc}
\mu_{1} & -s_{1} \\
-\bar{s}_{1} & 1-\mu_{1}
\end{array}\right) \oplus \cdots \oplus\left(\begin{array}{cc}
\mu_{k} & -s_{k} \\
-\bar{s}_{k} & 1-\mu_{k}
\end{array}\right),
$$

and by Lemma 2.5, we have

$$
\left(\begin{array}{cc}
\lambda_{i} & s_{i} \\
\bar{s}_{i} & 1-\lambda_{i}
\end{array}\right) \triangle\left(\begin{array}{cc}
\mu_{i} & -s_{i} \\
-\bar{s}_{i} & 1-\mu_{i}
\end{array}\right) \quad \text { for } 1 \leq i \leq k .
$$
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