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D-OPTIMAL WEIGHING DESIGNS FOR

FOUR AND FIVE OBJECTS�

MICHAEL G. NEUBAUERy, WILLIAM WATKINSy, AND JOEL ZEITLINy

Abstract. For j = 4 and j = 5 and all d � j, the maximum value of detXXT , where X

runs through all j� d (0,1)-matrices, is determined along with a matrix X0 for which the maximum
determinant is attained. In the theory of statistical designs, X0 is called a D-optimal design matrix.
Design matrices that were previously thought to be D-optimal, are shown here to be D-optimal.
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1. Introduction. Let Mj;d(0; 1) be the set of all j � d (0,1)-matrices. Our
problem is to �nd

G(j; d) = maxfdetAAT : A 2Mj;d(0; 1)g;

and matrices for which the maximum is attained. Since detAAT = 0 if j > d, we
assume throughout that j � d. This is an old problem that arises in two contexts. The
�rst is statistical and begins with the work of Hotelling [Ho] in 1944 and Mood [Mo]
1946. They were interested in estimating the weights of j objects with d weighings on
an inaccurate scale. Each matrix A in Mj;d(0; 1) corresponds to a weighing design.
Namely, for the kth weighing (1 � k � d), weigh all objects i (1 � i � j) for which
ai;k = 1. If ai;k = 0, leave object i o� the scale. In this context, A is called a design
matrix and we will use this terminology throughout. Under certain assumptions about
the distribution of errors for the scale, the smallest con�dence region (an ellipsoid) is
obtained at the design matrix A for which detAAT is maximal among all j�d design
matrices. For details see [SS].

Definition 1.1. A matrix A 2 Mj;d(0; 1) is a D-optimal (design) matrix if
detAAT = G(j; d).

The second context for the problem is geometric. The volume of the j-simplex
generated by the origin and the rows (in R

d) of a j�d matrix A is (1=j!)(detAAT )
1

2 .
Thus the problem of maximizing the volume of a j-simplex in the d-dimensional cube
[0; 1]d is equivalent to �nding G(j; d).

The maximum G(j; d) is not known in general. But for each j, in�nite families
of D-optimal matrices A exist for which detAAT = G(j; d) [HKL], [NWZ1], [NWZ2].
And for j = 2; 3, G(j; d) is known for all d � j [HKL]. We summarize the results for
j = 2; 3 in the following result.

Proposition 1.2 ([HKL]). Let d = 3t+ r � 2, where 0 � r < 3. Then
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1.

G(2; d) =

8<
:

3t2 if r = 0
3t2 + 2t if r = 1

3t2 + 4t+ 1 if r = 2;

and the maximum value G(2; d) is attained at the D-optimal matrix whose kth column
is the (k mod 3) column of

B2 =

�
1 1 0
1 0 1

�
:

2.

G(3; d) = 4t3�r(t+ 1)r

and the maximum value G(3; d) is attained at the D-optimal matrix whose kth column
is the (k mod 3) column of

B3 =

2
4 1 1 0

1 0 1
0 1 1

3
5 :

As an example, A1 is a 2�4 D-optimal matrix and A2 is a 2�5 D-optimal matrix,
where

A1 =

�
1 1 0 1
1 0 1 1

�
; and A2 =

�
1 1 0 1 1
1 0 1 1 0

�
:

As a part of their of results on D-optimal matrices, Hudelson, Klee and Larman[HKL]
give lower bounds for values of G(j; d) for 4 � j � 8 and all d � j and they list design
matrices for which lower bounds for these matrices are attained. As noted earlier,
G(j; d) is known for j = 2; 3 and all d � j. The purpose of this paper is to settle the
question for j = 4; 5 and all d � j. Indeed we show here that for j = 4; 5, the lower
bounds on G(j; d) given in [HKL] are infact equal to G(j; d), which proves that the
design matrices given in [HKL] are D-optimal.

Before presenting the results for j = 4; 5, we note that in general each column
of a j � d D-optimal matrix contains about j=2 ones and j=2 zeros provided d is
su�ciently large in relation to j. To be precise:

Theorem 1.3 ([NWZ2]). 1. For every j = 2k � 1 odd, there exists a d0 such
that for all d � d0 all columns of all D-optimal A 2Mj;d(0; 1) have exactly k ones.
2. For every j = 2k even, there exists a d0 such that for all d � d0 all columns of all
D-optimal A 2Mj;d(0; 1) have exactly k or k + 1 ones.

That is, for �xed j and d su�ciently large, all j � d D-optimal matrices are in
the set

Sj;d(0; 1) =

� fA 2Mj;d(0; 1) : ejA = kedg if j = 2k � 1
fA 2Mj;d(0; 1) : ejA = ked or (k + 1)edg if j = 2k;
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where en is the all-ones vector of length n. Thus for large d, G(j; d) = F (j; d) where

F (j; d) = maxfdetAAT jA 2 Sj;d(0; 1)g:

Of course it is always true that F (j; d) � G(j; d) and in Section 4 we will encounter
cases of strict inequality for j = 5 and small values of d. In the analysis for j = 4; 5,
we use an inequality by Cohn [Co1], which is discussed and proved in Section 6.

2. D-optimal 4� d designs. In this section we show that the lower bounds on
G(4; d) given in [HKL, Theorem 6.2] are in fact equal to G(4; d) and that all 4 � d
D-optimal matrices are in S4;d(0; 1) so that G(4; d) = F (4; d) for all d � 4. We begin
with some notation to describe certain design matrices in S4;d(0; 1). Let v1; :::; v10
be the 10 distinct (0; 1)-vectors of length 4 which contain exactly 2 ones or exactly 3
ones, i.e. v1; :::; v10 are, in order, the columns of the matrix

A0 =

2
664

1 1 1 0 1 1 1 0 0 0
1 1 0 1 1 0 0 1 1 0
1 0 1 1 0 1 0 1 0 1
0 1 1 1 0 0 1 0 1 1

3
775 :

For non-negative integers b1; :::; b10, let A = [b1 � v1; b2 � v2; :::; b10 � v10] de-
note the (0; 1)-matrix where the column vi is repeated bi times. Then AAT =
A0 diag(b1; : : : ; b10)A

T
0 .

Now suppose d = 10t + r, where 0 � r � 9. For b = (b1; : : : ; b10), de�ne
a = (a1; : : : ; a10) so that b = te10 + a = (t+ a1; : : : ; t+ a10). The vector a is integral
and a1 + : : :+ a10 = r, but some of the ai may be negative.

For an integral vector a, there is a family of design matrices, A(t) = [(t + a1) �
v1; : : : ; (t+a10) � v10], where t must be large enough so that t+ ai � 0, for all i. Now
since

A(t)A(t)T = A0 diag(t+ a1; : : : ; t+ a10)A
T
0 ;

it is clear that detA(t)A(t)T is a polynomial of degree 4 in t.

For each r = 0; : : : ; 9, [HKL] exhibits a family of design matrices Ar(t) in

S4;10t+r(0; 1) (10t+ r � 0) and a 4th degree polynomial Kr(t) for which

detAr(t)Ar(t)
T = Kr(t):

The families Ar(t) and the polynomial Kr(t) are given below:

Ar(t) = (b1 � v1; : : : ; b10 � v10);
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where b = te10 + a and a = (a1; :::; a10) is

(0; 0; 0; 0; 0; 0; 0; 0; 0; 0) if r = 0
(1; 0; 0; 0; 0; 0; 0; 0; 0; 0) if r = 1
(0; 0; 0;�1; 0; 0; 0; 1; 1; 1) if r = 2
(0; 0; 0; 0; 0; 0; 0; 1; 1; 1) if r = 3
(1; 1; 1; 1; 0; 0; 0; 0; 0; 0) if r = 4
(1; 1; 1; 1; 1; 0; 0; 0; 0; 0) if r = 5
(0; 0; 0; 0; 1; 1; 1; 1; 1; 1) if r = 6
(1; 1; 1; 1; 1; 1; 1; 0; 0; 0) if r = 7
(1; 1; 1; 2; 1; 1; 1; 0; 0; 0) if r = 8
(0; 1; 1; 1; 1; 1; 1; 1; 1; 1) if r = 9;

(1)

and

K0(t) = 405t4 if r = 0
K1(t) = 405t4 + 162t3 if r = 1
K2(t) = 405t4 + 324t3 + 81t2 + 9t if r = 2
K3(t) = 405t4 + 486t3 + 189t2 + 24t if r = 3
K4(t) = 405t4 + 648t3 + 378t2 + 96t+ 9 if r = 4
K5(t) = 405t4 + 810t3 + 576t2 + 174t+ 19 if r = 5
K6(t) = 405t4 + 972t3 + 864t2 + 336t+ 48 if r = 6
K7(t) = 405t4 + 1134t3 + 1161t2 + 516t+ 84 if r = 7
K8(t) = 405t4 + 1296t3 + 1539t2 + 804t+ 156 if r = 8
K9(t) = 405t4 + 1458t3 + 1944t2 + 1134t+ 243 if r = 9:

(2)

Since Kr(t) is achievable as detAr(t)Ar(t)
T , Kr(t) is a lower bound for G(4; 10t+ r).

In this section we prove that G(4; 10t+ r) = Kr(t) for all 0 � r � 9. In other words
we prove that

detAAT � Kr(t);

for all A 2M4;10t+r(0; 1).
Theorem 2.1. Let j = 4, d = 10t+ r � 4 and Kr(t) be as in (2) above. Then

1. F (4; 10t+ r) = Kr(t), for all t � 0 and 0 � r � 9.
2. For all d � 4, every D-optimal matrix is in S4;d(0; 1).
3. For all d � 4, G(4; d) = F (4; d).

It follows from Theorem 2.1 that the matrices from [HKL], exhibited in (1) are
D-optimal. Although all D-optimal matrices are in S4;d(0; 1), they are not unique.
For example, a matrix obtained from a D-optimal matrix by permuting rows is also
D-optimal.

Proof of Theorem 2.1, Part 1. Let A = (b1 � v1; :::; b10 � v10) 2 S4;d(0; 1) with
d = 10t + r, where 0 � r � 9. Let a = b � te10. We begin by using the inequal-
ity in Corollary 6.3 to obtain an upper bound Ur(t; jjajj2) for detAAT for which
Ur(t; jjajj2) � Kr(t) for all t � 0 and jjajj2 su�ciently large. Actually it is easier
to apply the inequality in Corollary 6.3 to the matrix N = PAATP T , where P is
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the symmetric matrix with P 2 = 5I4 � J4. (P =
p
5I + �J , with � chosen so that

P 2 = 5I � J .)
The upper bound on detN depends on traceN and jjN jj, which we now compute.

traceN = tracePAATP T

= traceATP 2A

= traceAT (5I � J)A

=
dX

i=1

(5ATA� ATJA)ii

= 6
10X
i

bi

= 6d:

(Since each column of A has either 2 or 3 ones, (5ATA�AT JA)ii = 6 for all i.) Next
we compute jjN jj2.

jjN jj2 = traceNNT = traceNN

= tracePAATP 2AATP T

= traceATP 2AATP 2A

= trace (AT (5I � J)A)2

= jjAT (5I � J)Ajj2
=

X
1�i;j�d

bibj [v
T
i (5I � J)vj ]

2

= bTQb;

where

Q =

2
666666666666664

36 1 1 1 16 16 1 16 1 1
1 36 1 1 16 1 16 1 16 1
1 1 36 1 1 16 16 1 1 16
1 1 1 36 1 1 1 16 16 16
16 16 1 1 36 1 1 1 1 16
16 1 16 1 1 36 1 1 16 1
1 16 16 1 1 1 36 16 1 1
16 1 1 16 1 1 16 36 1 1
1 16 1 16 1 16 1 1 36 1
1 1 16 16 16 1 1 1 1 36

3
777777777777775

is the 10 � 10 symmetric matrix of the quadratic form above, i.e. Q = (AT
0 (5I �

J)A0)
(2) = ((A0(5I � J)A0)

2
ij), the Schur square of A

T
0 (5I � J)A0. From a computer

calculation, we obtain the characteristic polynomial of Q: (x� 90)(x� 5)4(x� 50)5.
The eigenspace for �1 = 90 is spanned by e10. Thus Q = 90P1 + 5P4 + 50P5, where
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P1 = 1
10J10 is the symmetric projection of R10 onto the 1-dimensional eigenspace,

spanned by < e10 >, for the eigenvalue �1 = 90, P4 is the symmetric projection
onto the 4-dimensional eigenspace for the eigenvalue �2 = 5, and P5 is the symmetric
projection onto the 5-dimensional eigenspace for the eigenvalue �3 = 50. Thus

bTQb = 90jjP1bjj2 + 5jjP4bjj2 + 50jjP5bjj2
� 85jjP1bjj2 + 5jjbjj2
= 8:5d2 + 5jjbjj2;

which yields

jjN jj2 � 8:5d2 + 5jjbjj2:
We now obtain a lower bound for the quantity c of Corollary 6.3 for the positive
semide�nite matrix N :

c2 =
4

3

�
�4 + 16jjN jj2

36d2

�

� 4

3

�
�4 + 16(8:5d2 + 5jjbjj2)

36d2

�

=
8

27d2
(10jjbjj2 � d2):

Since d = 10t+ r and b = te10 + a, we have 10jjbjj2 � d2 = 10jjajj2 � r2. Thus

c2 � 8

27d2
(10jjajj2 � r2):

Note that det(5I�J) = 53 and that the Cauchy-Schwartz inequality implies 10jjajj2�
r2 � 0.

Now Corollary 6.3 yields

detAAT =
1

53
detN

� 1

53

�
3d

2

�4�
1 +

3c

4

��
1� c

4

�3

� 1

53

�
3

2

�4 
d+

3

4

r
8(10jjajj2 � r2)

27

! 
d� 1

4

r
8(10jjajj2 � r2)

27

!3

= 405t4 + 162rt3 +
9(11r2 � 2jjajj2)

4
t2

+

 
171r3 � 90rjjajj2

100
� (10jjajj2 � r2)

3

2

50
p
6

!
t

+

 
1079r4 � 1060r2jjajj2 � 100jjajj4

24000
+
r(10jjajj2 � r2)

3

2

500
p
6

!

:= Ur(t; jjajj2):
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The second inequality follows from the fact that
�
1 + 3c

4

� �
1� c

4

�3
is a decreasing

function of c. For the same reason, Ur(t; jjajj2) is a decreasing function of jjajj2.
Now we can determine a lower bound mr on jjajj2 for each 1 � r � 9 such that
Ur(t; jjajj2) < Kr(t) for all t � 0 and jjajj2 � mr. Notice that the leading coe�cients
of Ur(t; jjajj2), 405 and 162r, do not depend on jjajj2 and are the same as the leading
coe�cients of Kr(t). Thus the degree of Kr(t)� Ur(t; jjajj2) does not exceed 2.

For example, if r = 3 and jjajj2 = 9, then

K3(t)� U3(t; jjajj2) = 6:75t2 � 3:82t� 1:51 > 0

for t � 1. But if jjajj2 = 8

K3(t)� U3(t; jjajj2) = 2:25t2 � 5:45t� 1:66;

which is negative at t = 1; 2. Thus m3 = 9. The values of mr for the other r are
computed in a similar way and appear in Table 1. To summarize, if jjajj2 � mr, then
Ur(t; jjajj2) < Kr(t).

r 1 2 3 4 5 6 7 8 9
mr 6 5 9 5 11 7 13 12 16

Table 1

It is now an easy task to check, with the help of a computer, all possible a with
jjajj2 < mr and the corresponding values for detAAT . In all cases, detAAT � Kr(t).
Thus F (4; 10t+ r) � Kr(t) and so F (10t+ r; d) = Kr(t).

Before the proofs of Parts 2 and 3 of Theorem 2.1, we state and prove a necessary
lemma. This lemma can be found in the proof of [NWZ2, Lemma 4.2], but it is not
explicitly stated there.

Lemma 2.2. Let A be a j� d design matrix and let ns be the number of columns
in A with exactly s ones. Then

detAAT � (j + 1)

 
1

j(j + 1)

jX
s=0

s(j + 1� s)ns

!j

:(3)

The quantity s(j + 1 � s) is largest when s = (j + 1)=2 if j is odd and when
s = j=2 and s = (j + 2)=2 if j is even. This proves the following corollary which is
Lemma 4.2 in [NWZ2].

Corollary 2.3. Let A be a j � d design matrix. If A is not in Sj;d(0; 1), then

detAAT �

8><
>:

(j + 1)
�

1
j(j+1)

�j �
(d(j+1)2

4 � 1
�j
; if j is odd

(j + 1)
�

1
j(j+1)

�j �
dj(j+2)

4 � 2
�j
; if j is even

(4)

Proof of Lemma 2.2. Let A be as in the statement of the lemma. To prove
inequality (4), we use the arithmetic-geometric mean inequality on the eigenvalues
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of the matrix ((j + 1)Ij � Jj)AA
T . The nonzero eigenvalues of ((j + 1)Ij � Jj)AA

T

are nonnegative since they are the same as the nonzero eigenvalues of the positive
semide�nite matrix AT ((j + 1)Ij � Jj)A. Thus by the arithmetic-geometric mean
inequality, we have

det((j + 1)Ij � Jj)AA
T �

�
1

j
tr((j + 1)Ij � Jj)AA

T

�j

:(5)

But det((j + 1)Ij � Jj) = (j + 1)j�1. So the left side of (5) is (j + 1)j�1 detAAT .
From the right side of (5), we compute

tr((j + 1)I � J)AAT = trAT ((j + 1)I � J)A:

Now let u be the ith column of A and assume that u has exactly s ones. Then

(AT ((j + 1)I � J)A)ii = uT ((j + 1)I � J)u

= (j + 1)s� s2

= s(j + 1� s):

It follows that

tr((j + 1)I � J)AAT =

jX
s=0

s(j + 1� s)ns:

From inequality (5), we have

(j + 1)j�1 detAAT �
 
1

j

jX
s=0

s(j + 1� s)ns

!j

:

Proof of Theorem 2.1, Parts 2 and 3. We must show that detAAT < Kr(t) for
all 4� d design matrices A 62 S4;d(0; 1). From Corollary 2.3, if A 62 S4;d(0; 1), then

detAAT � 5

�
3(10t+ r) � 1

10

�4
:= Vr(t):(6)

We can now compare the upper bound of Vr(t), de�ned in (6), with the lower bound
Kr(t) on G(4; d). For each r and all values t such that d = 10t+ r � 4 we have that
Vr(t) < Kr(t).For example, if r = 3

Kr(t)� Vr(t) = 54t3 +
81

5
t2 � 168

25
t� 256

125
� 0;

for t � 1. A similar calculation shows that Kr dominates Vr, for all other values of r.
Thus every D-optimal matrix is in S4;d and F (4; 10t+ r) = G(4; 10t+ r). By part 1
of Theorem 2.1, G(4; 10t+ r) = Kr(t).
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3. D-optimal 5� d designs for large d. In this section we obtain the values
of F (5; d) for all d � 5, and of G(5; d) for all but 29 values of d. As in the analysis for
j = 4, let d = 10t+ r, where 0 � r � 9. For each r, [HKL] gives a family of design
matrices Ar(t) 2 S5;10t+r(0; 1) and a polynomial Lr(t) such that detAr(t)Ar(t)

T =
Lr(t) for all t. As before, we describe design matrices in S5;10t+r(0; 1) in terms of the
columns v1; : : : ; v10 of the 5� 10 matrix

A0 =

2
66664

1 1 1 1 1 1 0 0 0 0
1 1 1 0 0 0 1 1 1 0
1 0 0 1 1 0 1 1 0 1
0 1 0 1 0 1 1 0 1 1
0 0 1 0 1 1 0 1 1 1

3
77775 :(7)

Now let Ar(t) = [b1 � v1; :::; b10 � v10] where b = (b1; :::; b10) = (t+ a1; :::; t+ a10)
and a = (a1; :::; a10) is

(0; 0; 0; 0; 0; 0; 0; 0; 0; 0)if r = 0

(1; 0; 0; 0; 0; 0; 0; 0; 0; 0)if r = 1

(1; 1; 0; 0; 0; 0; 0; 0; 0; 0)if r = 2

(1; 1; 1; 0; 0; 0; 0; 0; 0; 0)if r = 3

(1; 1; 0; 1; 0; 0; 1; 0; 0; 0)if r = 4(8)

(0; 0; 0; 0; 0; 1; 1; 1; 1; 1)if r = 5

(1; 1; 1; 0; 1; 0; 0; 1; 0; 1)if r = 6

(1; 1; 0; 0; 0; 1; 1; 1; 1; 1)if r = 7

(1; 1; 1; 1; 1; 1; 1; 1; 0; 0)if r = 8

(1; 1; 1; 1; 1; 1; 1; 1; 1; 0)if r = 9:

Then detAr(t)Ar(t)
T = Lr(t) where

Lr(t) =(9) 8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

L0(t) = 1458t5 if r = 0
L1(t) = 1458t5 + 729t4 if r = 1
L2(t) = 1458t5 + 1458t4 + 324t3 if r = 2
L3(t) = 1458t5 + 2187t4 + 972t3 + 135t2 if r = 3
L4(t) = 1458t5 + 2916t4 + 1944t3 + 540t2 + 54t if r = 4
L5(t) = 1458t5 + 3645t4 + 3240t3 + 1242t2 + 198t+ 9 if r = 5
L6(t) = 1458t5 + 4374t4 + 4860t3 + 2484t2 + 594t+ 54 if r = 6
L7(t) = 1458t5 + 5103t4 + 6804t3 + 4266t2 + 1242t+ 135 if r = 7
L8(t) = 1458t5 + 5832t4 + 9072t3 + 6804t2 + 2430t+ 324 if r = 8
L9(t) = 1458t5 + 6561t4 + 11664t3 + 10206t2 + 4374t+ 729: if r = 9:

(These formulas can be computed directly using the observation that A(t)A(t)T =
A0diag(t+ a0; : : : ; t+ a10)A

T
0 , where A(t) is the family of design matrices de�ned by

A(t) = [(t+ a0) � v0; : : : ; (t+ a10) � v10].) Thus

Lr(t) � F (5; 10t+ r) � G(5; 10t+ r);
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for all t. In this section we show that F (5; 10t+r) = Lr(t) for all t and G(5; 10t+r) =
Lr(t) for su�ciently large t. However for some small t, G(5; 10t+ r) > Lr(t). In fact
for d = 10t + r = 5; 6; 7; 8; 15; 16; 17; 27, there is a 5 � d design matrix A such that
detAAT > Lr(t). [HKL] noted these exceptional cases and, without presenting the
actual design matrices, gave the values of detAAT for these exceptional cases. In
the next section, we show that the exceptional d listed above are the only cases
where G(5; d) > Lr(t) and that the lower bounds for G(5; d), given in [HKL], for the
exceptional values of d are in fact equal to G(5; d).

We now state the main result of this section.
Theorem 3.1. Let j = 5, d = 10t+ r and A 2Mj;d(0; 1). Let Lr(t) be as in (9)

above. Then
1. F (5; 10t+ r) = Lr(t), for all 10t+ r � 5.
2. If r = 1; 9 and t � 2, or r = 2; 8 and t � 3, or r = 3; 7 and t � 4, or r = 4; 5; 6
and t � 5, then

detAAT � Lr(t) = G(5; 10t+ r):

Furthermore, equality occurs for the design matrices Ar(t) de�ned in (8).
We remark here that the D-optimal design matrices listed above are not unique.

Obviously, a row or column interchange of A does not change the value of detAAT .
Furthermore, if we subtract any row from all the other rows and then change any
resulting entries �1 back to 1 by multiplying appropriate columns and rows of A by
�1 the value of detAAT remains the same. (See Section 5 for details.)

Proof of Theorem 3.1, Part 1. Assume that A 2 S5;d(0; 1) and A = (b1�v1; :::; b10�
v10). Let � be chosen such that (I5+�J5)

2 = I� 1
6J . Set N = (I+�J)AAT (I+�J).

We compute traceN and jjN jj2 and apply Corollary 6.3 to the matrix N .

traceN = trace (I + �J)AAT (I + �J)

= traceAT (I + �J)2A

= traceAT (I � 1

6
J)A:

But AT (I � 1
6J)A = ATA � 3

2Jd since every column of A has exactly 3 ones. Fur-
thermore, each diagonal entry of AT (I � 1

6J)A is 3
2 . Thus,

traceN =
3d

2
:

Next we compute jjN jj2.
jjN jj2 = traceNNT = traceNN

= trace (I + �J)AAT (I + �J)2AAT (I + �J)

= traceAT (I + �J)2AAT (I + �J)2A

= trace (AT (I � 1

6
J)A)2

= jjAT (I � 1

6
J)Ajj2
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= jjATA� 3

2
Jdjj2

=
X

1�i;j�d

[(ATA� 3

2
Jd)ij ]

2

=
X

1�i;j�10

bibj [(A
T
0 A0 � 3

2
J10)ij ]

2:

Since each column of A has exactly 3 ones, each diagonal entry of A0A
T
0 equals 3 and

the o�-diagonal entries equal 1 or 2. Thus the diagonal entries of A0A
T
0 � 3

2J10 are

equal to 3
2 and the o�-diagonal entries are � 1

2 . It follows that (A0A
T
0 � 3

2J10)
(2) =

2I10 +
1
4J10. So

jjN jj2 = bT (2I10 +
1

4
J10)b

= 2jjbjj2 + d2

4
:

Before we apply Corollary 6.3 to the matrixN , we compute the quantity c of Corollary
6.3.

c2 =
25

4

 
�1 + 5(2jjbjj2 + d2

4 )
9d2

4

!

=
25

9d2
(�d2 + 10jjbjj2):

Setting d = 10t+ r, bi = t+ ai and a = (a1; :::; a10)
T we have

c2 =

�
5

3d

�2
(10jjajj2 � r2):

Note that by the Cauchy-Schwartz inequality 10jjajj2 � r2 � 0.
Now Corollary 6.3 yields

detAAT

= 6detN

� 6

�
3d

10

�5�
1 +

4c

5

��
1� c

5

�4

� 6

�
3

10

�5 
d+

4(
p
10jjajj2 � r2

3

! 
d�

p
10jjajj2 � r2

3

!4

= 1458t5 + 729rt4 + 162(r2 � jjajj2)t3 + 
2t
2 + 
1t+ 
0

:= Ur(t; jjajj2):
The coe�cients 
0; 
1; 
2 are functions of r and jjajj2. Observe that the coe�cients of
t5 and t4 in Ur(t; jjajj2) and in Lr(t) agree. Furthermore, the coe�cient of t3 in Lr(t)
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is given by 162(r2 � r). Thus if jjajj2 > r, then Ur(t; jjajj2) < Lr(t) for large t. Since�
1 + 4c

5

� �
1� c

5

�4
is a decreasing function of c, Ur(t; jjajj2) is decreasing in jjajj2. A

direct calculation of Ur(t; jjajj2), with jjajj2 = r+1 reveals that Ur(t; r+1) < Lr(t) for
all t > 0. Thus Ur(t; jjajj2) < Lr(t) for all t whenever jjajj2 > r. Thus for A to be D-

optimal it is necessary that jjajj2 = r. Since jjajj2 =P10
i=1 a

2
i and

P10
i=1 ai = r, a must

have exactly r ones and 10� r zeros, whenever A is D-optimal. Using Mathematica
[M], we calculated detAAT where

A = [b1 � v1; : : : ; b10 � v10]
= [(t+ a1)v1; : : : ; (t+ a10) � v10)];

and a = (a1; : : : ; a10) runs through all vectors with exactly r ones and 10�r zeros. In
every case, detAAT � Kr(t) with equality occurring for the choices of a in Theorem
3.1.

Proof of Theorem 3.1, Part 2. From Corollary 2.3, if A 62 S5;d(0; 1), then

detAAT � 6

�
9(10t+ r) � 1

30

�5
:= Vr(t):(10)

For each remainder r modulo 10, a computer was used to calculate Lr(t)� Vr(t) and
the smallest value t0 of t for which Lr(t) � Vr(t) > 0, for all t � t0. The results are
listed in Table 2.

r 0 1 2 3 4 5 6 7 8 9
t0 1 2 3 4 5 5 5 4 3 2

Table 2

Thus, we have shown that for all values of d, except possibly for the 29 values 5, 6,
7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 22, 23, 24, 25, 26, 27, 28, 33, 34, 35, 36, 37,
44, 45, 46, of d, G(5; d) = F (5; d) = Lr(t), where d = 10t+ r.

4. D-optimal 5 � d designs for small d. In this section we analyze the
29 values of d not covered by Theorem 3.1, Part 2. In all but eight cases, d =
5; 6; 7; 8; 15; 16; 17; 27, G(5; d) = F (5; d), but G(5; d) > F (5; d) for these eight values
of d. In all 29 cases the values for G(5; d) listed in Table 3 are the same as the lower
bounds for G(5; d) given in [HKL]. The additional information contained in columns
3 -7 of Table 3 will be explained below.

In this section we show that the values given in column 2 of Table 3 are in fact
equal to the maximum value G(5; d) of detAAT . This is established by proving that
detAAT cannot exceed the proposed value of G(5; d) in Table 3 and by providing a
design matrix A for which that value of detAAT is attained. For all but the eight
exceptional values of d, the D-optimal design matrices were given in the previous
section.

We begin with a result that restricts the number of columns (in a 5�d, D-optimal
matrix) that do not have exactly 3 ones. Let A 2M5;d(0; 1), d = 10t+ r. Recall that
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d G(5; d) �max smin H(d; smin) H(d; smin + 1) possible s
�5 25
�6 64 6
�7 192 7
�8 384 5
9 729 2 10 711
11 2187 1 14 2106
12 3240 2 17 3193
13 4752 3 20 4760 4520 20
14 6912 3 23 6961 6655 23
�15 9880 3 26 9991 9602 26
�16 13975 2 29 14087 13591 29
�17 19500 1 32 19535 18903 32
18 25920 1 36 25879
19 34992 1 40 33982
22 72576 1 53 71414
23 89964 1 58 88980
24 111132 1 63 110256
25 136269 1 68 135850
26 166698 1 73 166451
�27 202752 1 78 202843 200080 78
28 244944 1 84 242697
33 558900 1 116 533010
34 648000 1 123 642315
35 748800 1 130 744046
36 864000 1 137 859578
37 993600 1 144 990436
44 2372760 1 203 2353522
45 2654145 1 212 2636477
46 2965950 1 221 2948829

Table 3
� denotes the eight values of d for which G(5; d) > F (5; d)

ns is the number of columns of A with exactly s ones. Applying Lemma 2.2 to the
case j = 5 we get the following inequality

detAAT � 6

�
9n3 + 8(n2 + n4) + 5(n1 + n5)

30

�5

= 6

�
9d� (n2 + n4)� 4(n1 + n5)

30

�5
(11)

= 6

�
9d� �

30

�5
;

where � = �(A) = (n2 + n4) + 4(n1 + n5). If �(A) is too large, then the upper bound
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(11) on detAAT is less than the value of G(5; d) in Table 3. And thus, A cannot be
D-optimal. More precisely, we have the following result.

Lemma 4.1. Let A be a 5 � d design matrix and let �max be as in Table 3. If
�(A) > �max, then detAAT is less than the value of G(5; d) in Table 3, and hence A
is not D-optimal.

Proof. The upper bounds �max on �(A) for a D-optimal matrix A, are established
by comparing the upper bound (11) on detAAT with the value of G(5; d) in Table 3.
We illustrate the method by proving that �max = 3 for d = 14. Suppose �(A) � 4.
Then

detAAT � 6

�
9 � 14� 4

30

�5
= 6673:5 < G(5; 14) = 6912 = L4(1):

So A is not D-optimal. But

detAAT � 6

�
9 � 14� 3

30

�5
= 6951:4 > G(5; 14) = 6912;

so �(A) = 3 cannot be ruled out for a D-optimal matrix A using inequality (11). (As
we shall see shortly, however, �(A) 6= 3, if A is D-optimal.) The computation of �max

for the other 28 values of d is similar.
From now on we restrict our attention to the cases d � 9 and we deal with the

cases d = 5; 6; 7 and 8 at the end of this section.
Next we apply Cohn's inequality, Corollary 6.3 to show that �(A) cannot be 2 or

3, if A is D-optimal. We note that the entries of AAT are non-negative integers and
that the bound in Corollary 6.3, with R = AAT , is a decreasing function of jjAAT jj2.
Thus we can obtain an upper bound on detAAT by minimizing jjAAT jj2 subject to
certain constraints forced by the column structure of A.

Lemma 4.2. If d � 9 and A 2M5;d(0; 1) with �(A) = 3, then A is not D-optimal.
Proof. From Lemma 4.1, the result is clear for all d except d = 13; 14 and 15. First

consider the case d = 13 and let R = AAT . Suppose �(A) = n2+n4+4(n1+n5) = 3.
Then n1 = n5 = 0. There are four cases: n2 = 0 and n4 = 3, n2 = 1 and n4 = 2,
n2 = 2 and n4 = 1, and n2 = 3 and n4 = 0. In the last case, for example,

traceR = 3 � 2 + 10 � 3
= 36;

and X
i6=j

Ri;j = 3 � 22 + 10 � 32 � traceR

= 66:

(Notice that traceR equals the sum of the row sums of A and that
P

Ri;j equals the
sum of the squared row sums of A.) The quantity jjRjj2 is thus minimized if and only
if the entries on the diagonal of R are 7,7,7,7,8 while 6 o�-diagonal entries of R are
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4 and 14 o�-diagonal entries are 3. This yields the minimal for jjRjj2 of 482. Now
Corollary 6.3 applied to R = AAT with n = 5, traceR = 36 and jjRjj2 = 482 yields

detAAT = detR � 4573:26< 4752 = G(5; 13):

Thus A is not a D-optimal matrix. The other cases for d = 13 follow similarly and
the analysis for d = 14 and d = 15 is analogous.

The case � = 2 follows the same pattern as the case � = 3 except that for
d = 13; 14 and 15, some additional arguments are needed.

Lemma 4.3. If d � 9 and A 2M5;d(0; 1) with �(A) = 2, then A is not D-optimal.
Proof. From Lemma 4.1, the result is clear for all d except d = 9; 12; 13; 14; 15; 16.

Since �(A) = n2 + n4 + 4(n1 + n5) we conclude that n1 = n5 = 0 and n2 + n4 = 2.
By the results of Section 5 we may assume that n2 = 2 and n4 = 0. (See the last
example at the end of Section 5.)

For d = 9; 12 and 16. The proof follows the steps of the previous lemma and is
straightforward.

For d = 13, let A be a 5 � 13 design matrix with �(A) = 2, n1 = n4 = n5 = 0,
n2 = 2 and n3 = 11. Set R = AAT . Then

traceR = 2 � 2 + 11 � 3
= 37;

and X
i6=j

Ri;j = 2 � 22 + 11 � 32 � traceR(12)

= 70:

Subject to the constraints (12) on R, jjRjj2 � 525 and the minimum value 525 is
attained if and only if the diagonal entries of R are 7,7,7,8,8; 10 of the o�-diagonal
entries are 3; and the rest are 4.

However, Corollary 6.3 implies that if jjRjj2 � 527, then detR < 4752 so A is
not D-optimal. But the parity of jjRjj2 is the same as the parity of

P
Ri;j = 107,

which is odd. Thus we need to search for D-optimal matrices A only from among
those for which jjRjj2 = 525 and (12) holds for R = AAT . A computer search reveals
that detR < 4752 = G(5; 13) whenever the diagonal entries of R are 7,7,7,8,8; 10 of
the o�-diagonal entries are 3; and the rest are 4, i.e. whenever R satis�es (12) and
jjRjj2 = 525. It follows that there is no D-optimal matrix A with �(A) = 2. This
proves the result for d = 13.

Up to a point, the argument for d = 14 is similar to that for d = 13. Let A be
a 5� 14 design matrix with n1 = n4 = n5 = 0; n2 = 2; and n3 � 12, and R = AAT .
Then

traceR = 40;(13)

and X
i6=j

Ri;j = 76:(14)
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Since the sum of all entries in R is 116, jjRjj2 is also an even integer and by Corollary
6.3, A is not D-optimal whenever jjRjj2 � 618. But jjRjj2 � 612 and attains its
minimum of 612 if and only if the diagonal entries of R are 8,8,8,8,8, and the o�-
diagonal entries are 3 (4 times) and 4 (16 times).

Thus we need to search for D-optimal matrices only from among those satisfying
(13) and (14) with jjRjj2 equal to 612, 614, or 616.

The only 5 � 5 integral, symmetric matrices R satisfying equations (13) and
(14) with nonnegative entries and jjRjj2 = 612, are described above. Computer
calculations show that detR < 6912 = G(5; 14), for each such R.

Now suppose jjRjj2 = 614. An easy argument shows that the main diagonal
entries of R are 7,8,8,8,9, and the o�-diagonal entries are 3 (4 times) and 4(16 times).
Again computer calculations show that detR < 6912, for all such R.

There are only three ways jjRjj2 can be 616:
1. diagonal of R: 8,8,8,8,8
o�-diagonal of R: 2 (2 times), 4 (18 times)
2. diagonal of R: 8,8,8,8,8
o�-diagonal of R: 3 (6 times), 4 (12 times), 5 (2 times)
3. diagonal of R: 7,7,8,9,9
o�-diagonal of R: 3 (4 times), 4(16 times).

Each of these possibilities was checked by a computer program which showed that
detR < 6912 in each case. Thus there are no 5�14 D-optimal matrices with jjRjj2 =
612, 614, or 616, and hence, no D-optimal matrices A with �(A) = 2. This proves the
result for d = 14.

For d = 15, the analysis is very similar to the case d = 14 and no D-optimal
matrices with �(A) = 2 exist.

This leaves us with the case �(A) = 1. By the results form Section 5 we may
assume that n2 = 1; n4 = 0 and that the �rst column of A is (1; 1; 0; 0; 0)T while all
other columns of A have exactly 3 ones. The next lemma, which is a special case of
Corollary 6.3, is the critical ingredient.

Lemma 4.4. Assume that A 2M5;d(0; 1) contains the column w = (1; 1; 0; 0; 0)T

while all other columns have exactly 3 ones, i.e. A = [w; b1 � v1; :::; b10 � v10] withP10
i=1 bi = d� 1. Then

detAAT � H(d; s)

:=
1

64

�
9d� 1

5

�5�
1 +

4c

5

��
1� c

5

�4
;(15)

where b(A) = b = (b1; : : : ; b10),

c = c(s(b)) =
5

2

�
�1 + 5

64 + 72s(b) + 9(d� 1)2

(9d� 1)2

� 1

2

and s(b) = b1 + b2 + b3 + b10 +
P10

i=1 b
2
i .

Proof. The proof uses Corollary 6.3 and is similar to the argument for Theorem
2.1: Choose a 5�5 symmetric matrix P such that P 2 = 6I�J and set N = PAATP .
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Then,

traceN = traceAT (6I � J)A = 9d� 1;

and

jjN jj2 = traceN2

= trace (AT (6I � J)A)2

= jjAT (6I � J)Ajj2

= [1; bT ]Q

�
1
b

�
= 64 + 72s(b) + 9(d� 1)2;

where

Q =

2
66666666666666664

64 36 36 36 0 0 0 0 0 0 36
36 81 9 9 9 9 9 9 9 9 9
36 9 81 9 9 9 9 9 9 9 9
36 9 9 81 9 9 9 9 9 9 9
0 9 9 9 81 9 9 9 9 9 9
0 9 9 9 9 81 9 9 9 9 9
0 9 9 9 9 9 81 9 9 9 9
0 9 9 9 9 9 9 81 9 9 9
0 9 9 9 9 9 9 9 81 9 9
0 9 9 9 9 9 9 9 9 81 9
36 9 9 9 9 9 9 9 9 9 81

3
77777777777777775

:

We now apply Lemma 4.4 to all 25 values of d � 9. The results are in Table 3.
To explain the last four columns of Table 3, we consider the case d = 22. If there
is a 5 � 22 D-optimal matrix A with �(A) = 1, then there is a D-optimal matrix A
with the form in Lemma 4.4. (See Section 5.) Using the notation of Lemma 4.4, we
have b1 + � � �+ b10 = 21. (The other column of A is w.) It is clear that the minimum
value smin of s(b) is 53 and is attained at b = (2; 2; 2; 3; 2; 2; 2; 2; 2; 2) and at any other
b having one bi = 3 with 4 � i � 9 and all other bj = 2. The function H(d; s) is
decreasing in s and smin = 53, so from Lemma 4.4 (15) we obtain

detAAT � H(22; s(b)) � H(22; 53) = 71414;

rounded to the nearest integer. Thus detAAT < 72576 = F (5; 22), the maximum
value of detAAT for matrices A with �(A) = 0. Thus there are no 5� 22 D-optimal
matrices A with �(A) = 1. But �max = 1 for d = 22, so there are no D-optimal
matrices with �(A) > 1. It follows that �(A) = 0 for all D-optimal matrices A, that
is all D-optimal matrices are in S22(0; 1). Thus G(5; 22) = F (5; 22) = 72576.

The same argument works for 17 other values of d and we summarize the results.
Lemma 4.5. If d = 11; 18; 19; 22; 23; 24; 25; 26; 28; 33; 34; 35; 36; 37; 44; 45; or 46,

all 5� d D-optimal matrices are in Sd(0; 1) and thus G(5; d) = F (5; d).
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This leaves only the cases d = 5; 6; 7; 8; 9; 12; 13; 14; 15; 16; 17 and 27.
First consider the case d = 13. As before, if there is a D-optimal matrix A

with �(A) = 1, then we may assume there is a D-optimal matrix A with the form in
Lemma 4.4. Now smin = 20 is attained at b = (1; 1; 1; 2; 2; 1; 1; 1; 1; 1) or any other of
the �fteen 10-tuples b having two bi = 2 with 4 � i � 9 and the other eight bj = 1.
For each of the 15 corresponding design matrices A, detAAT = 4680, which is less
than F (5; 13) = 4752. So there are no D-optimal matrices A with s(b(A)) = 20. But
if s(b(A)) � 21, then

detAAT � H(13; s(b(A))) � H(13; 21) = 4520 < 4752:

Thus there are no D-optimal matrices A with s(b(A)) � 21. It follows that there are
no D-optimal matrices A with �(A) = 1.

The same argument works for d = 14 with � = 1. In this case smin = 23 is attained
for twenty 10-tuples b including b = (1; 1; 1; 2; 2; 2; 1; 1; 1; 1). For the 20 possible b and
corresponding design matrices A, detAAT = 6825 or 6864 < 6912 = F (5; 13). The
arguments for d = 9 and d = 12 are similar. To summarize:

Lemma 4.6. If d =9, 12,13 or 14 and A is a D-optimal matrix, then �(A) = 0.
Thus for these values of d, all 5�d D-optimal matrices are in S5;d(0; 1) and G(5; d) =
F (5; d).

Now consider the case d = 15. Let A be a D-optimal matrix with �(A) = 1.
We may assume that A has the form in Lemma 4.4. The minimum smin = 26 is
attained at b = (1; 1; 1; 2; 2; 2; 2; 1; 1; 1) and fourteen other b. For each of the fourteen
corresponding matrices A, detAAT = 9750 or 9880, which is greater than F (5; 15) =
9792. If s(A) > 26, then detAAT � H(15; 27) < 9880. (See Table 3.) thus G(5; 15) =
9880.

Next consider the case d = 16. Let A be a D-optimal matrix with �(A) = 1.
We may assume that A has the form in Lemma 4.4. The minimum smin = 29 is
attained for b = (1; 1; 1; 1; 2; 2; 2; 2; 2; 1) or any of the six 10-tuples b having 5 twos
and 1 one in coordinates 4,5,6,7,8,9 and ones in coordinates 1,2,3,10. For each of the
six corresponding design matrices A,

detAAT = 13975 > 13824 = F (5; 16):

But if s(b(A)) � 30, then

detAAT � H(16; s(b)) � H(16; 30) = 13591 < 13975:

Lemma 4.7. 1. If d = 15 and A is a D-optimal matrix, then �(A) = 1. The
maximum value of detAAT equals 9880 and is attained at the design matrix A with
b(A) = (1; 1; 1; 2; 2; 2; 2; 1; 1; 1).
2. If d = 16 and A is a D-optimal matrix, then �(A) = 1. The maximum value of
detAAT equals 13975 and is attained at the design matrix A with
b(A) = (1; 1; 1; 1; 2; 2; 2; 2; 2; 1).

Now consider the case d = 17. If there is a D-optimal matrix A with �(A) = 1,
we may assume A has the form in Lemma 4.4. The minimum value of s(b) for d = 17
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is smin = 32 and is attained only at b = (1; 1; 1; 2; 2; 2; 2; 2; 1). Let A be the design
matrix with b(A) = (1; 1; 1; 2; 2; 2; 2; 2; 2; 1). Then

detAAT = 19500 > 19008 = F (5; 17):

But if s(b(A)) � 33, for a design matrix A with �(A) = 1, then

detAAT � H(17; s(b)) � H(17; 33) = 18903 � 19500:

Since �max = 1, we have G(5; 17) = 19500. The argument for d = 27 is the same.
Lemma 4.8. If d = 17; 27 and A is D-optimal, then �(A) = 1. Furthermore,

G(5; 17) = 19500 is attained at b(A) = (1; 1; 1; 2; 2; 2; 2; 2; 2; 1)

and

G(5; 27) = 202752 is attained at b(A) = (2; 2; 2; 3; 3; 3; 3; 3; 3; 2).
Thus we are left only with the cases d = 5; 6; 7 and 8. In dealing with the

cases d = 6; 7 and 8 we make use of the following observation. If A is a 5 � d
design matrix with n1 + n5 > 0, then by Section 5, there is a matrix A1 = (vjA0)
where v = (1; 0; 0; 0; 0)T such that detAAT = detA1A

T
1 . Then by the Cauchy-Binet

Theorem detAAT = detA0A0T + detA00A00T where A00 is the matrix obtained by
deleting row 1 from A0. It follows that detAAT � G(j; d� 1) +G(j � 1; d� 1).

The case d=5. The D-optimal 5� 5 design matrices have been known for a long
time. One of them is 2

66664
1 0 1 1 1
0 1 1 1 1
1 1 1 0 0
1 1 0 1 0
1 1 0 0 1

3
77775 ;

and detAAT = (detA)2 = 25. In the square case the problem of �nding D-optimal
j� j (0; 1)-matrices is equivalent to �nding D-optimal (j+1)� (j+1) (�1)-matrices
and the theory of D-optimal (�1)-matrices has been much better understood. For
recent results see [NR]. In the non-square case there is no connection between the
two problems in general. In [NWZ2] a connection between the two problems was
established in the restricted setting where all columns of Mj;d(0; 1) have the same
number of 1s. This approach produced the D-optimal matrices given in Theorem 3.1
for r = 1 and 9.

The case d=6. The following is an example of a D-optimal A 2M5;6(0; 1),

B6 =

2
66664

1 1 1 1 1 0
1 1 1 0 0 1
1 0 0 1 1 1
0 1 0 1 0 1
0 0 1 0 1 1

3
77775 :



ELA

D-optimal weighing designs for four and �ve objects 67

Note that detB6B
T
6 = 64. To show B6 is D-optimal we let A 2 M5;6(0; 1). If

n1 + n5 � 1, then detAAT � G(5; 5) + G(4; 5) = 25 + 19 = 44 < 64 = detB6B
T
6 .

Thus if A is D-optimal n1+n5 = 0, and by Table 3, 0 � n2 +n4 � 6. If n2+ n4 = 0,
then detAAT � F (5; 6) = 54 < 64 = detB6B

T
6 and A is not D-optimal. So we

consider the six cases 1 � n2 + n4 � 6. This reduces the number of computations to
a manageable size. The exhaustive search produced the above matrix as one of many
possible D-optimal design matrices. Note that for B6, n2 + n4 = 1. But D-optimal
design matrices also occur when n2 + n4 = 2; 4.

The case d=7. The following is an example of a D-optimal A 2M5;7(0; 1),

B7 =

2
66664

0 0 0 1 1 1 1
0 1 1 0 0 1 1
0 1 1 1 1 0 0
1 0 1 0 1 0 1
1 0 1 1 0 1 0

3
77775 :

Note that B7B
T
7 = 2(I+J) and hence detB7B

T
7 = 192. To show B7 is D-optimal, let

A 2M5;7(0; 1). If n1 + n5 � 1, then detAAT � G(5; 6) +G(4; 6) = 64 + 48 = 132 <
192 = detB7B

T
7 . Thus if A is D-optimal, n1 + n5 = 0. By Table 3, 0 � n2 + n4 � 7.

If n2 + n4 = 0, then detAAT � F (5; 7) = 135 < 192 = detB7B
T
7 . So we consider

the seven cases 1 � n2 + n4 � 7. This reduces the number of computations to a
manageable size. The exhaustive search produced the above matrix as one of many
possible D-optimal design matrices.

The case d=8. The following is an example of a D-optimal A 2M5;8(0; 1),

B8 =

2
66664

1 1 1 0 0 0 1 1
1 1 1 1 1 1 0 0
1 0 0 1 1 0 1 1
0 1 0 1 0 1 1 1
0 0 1 0 1 1 1 1

3
77775 :

In order to show that B8 is D-optimal we let A 2M5;8(0; 1). By Table 3, detAAT <
384 unless �(A) � 5. If n1 + n5 � 1, then detAAT � G(5; 7) +G(4; 7) = 192 + 84 =
276 < 384 = detB8B

T
8 . So we may assume that n1 + n5 = 0 and 0 � n2 + n4 � 5. If

n2 + n4 = 0, then detAAT � F (5; 8) = 324 < 384 = detB8B
T
8 . So 1 � n2 + n4 � 5.

Thus n3 � 3. All possibilities were checked using a computer, which produced the
above example as one of many D-optimal design matrices. See Section 5 for the
details.

5. The action of Sj+1 � Sd on Mj;d(0; 1). Any permutation of the columns of
a matrix A leaves the determinant of AAT invariant. Column permutations induce a
right action of Sd on Mj;d(0; 1) via

Mj;d(0; 1)� Sd �!Mj;d(0; 1)

(A; �) 7�! AP� ;

where P� is the permutation matrix of �.
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There is a left action of Sj+1 on Mj;d(0; 1) which is best explained by enlarging
Mj;d(0; 1) to the set Cj;d(�1; 0; 1) the set of all j � d matrices such that each column
contains either �1 and 0, or 0 and 1. Since multiplication of columns of B by �1
does not change the value of detBBT the maximum detXXT over Cj;d(�1; 0; 1) is
the same as G(j; d). We can recoverMj;d(0; 1) by introducing an equivalence relation
on Cj;d(�1; 0; 1) which identi�es two elements B1; B2 2 Cj;d(�1; 0; 1) if B1 = B2Q
where Q is a diagonal matrix with diagonal entries �1. Every equivalence class
contains exactly one element in Mj;d(0; 1) and the value of detBBT is constant on
equivalence classes.

It is clear that any permutation of the rows of B also leaves the determinant of
BBT invariant. This gives rise to a left action of Sj on Cj;d(�1; 0; 1). Let Sj be given
by the generators (1; 2); (2; 3); � � � ; (j�1; j) and let the corresponding elements acting
on Cj;d(�1; 0; 1) be denoted by x1; :::; xj�1.

More importantly, there is another row operation on Cj;d(0; 1) which leaves the
determinant of BBT invariant for all B 2 Cj;d(�1; 0; 1). The operation is given by
multiplying row j of B by �1 and adding it to every other row of B. Let this operation
be denoted by xj . In [HKL], Proof of Lemma 7.3, this operation was described as a
re
ection of the simplex spanned by the rows of A through a hyperplane.

It is easy to see that

x2i = identity map for all 1 � i � j

(xixi+1)
3 = identity map for all 1 � i � j � 1

xixk = xkxi if 1 � i; k � j; ji� kj > 1:

For 1 � i; k < j these relations follow directly from the fact x1; :::; xj�1 generate Sj
while the relations x2j = (xj�1xj)

3 = identity map can easily be veri�ed by inspection.
It is well-known that the above relation de�ne Sj+1 (see [Jo]).

The left action of Sj+1 on Cj;d(�1; 0; 1) is in fact an action on the equivalence
classes of Cj;d(�1; 0; 1) and hence induces an action on Mj;d(0; 1).

Especially in Section 4 we have made use of this group action to simplify com-
putational problems. The group theory program GAP was used to compute orbits of
this group action on certain sets of vectors as was mentioned in Section 4.

We give examples of how this group action allows us to make certain assumptions
on design matrices by choosing suitable ones in each equivalence class. Keep in mind
that if A and B are equivalent under the group action, then detAAT = detBBT .

If d = 1 there are 3 orbits of the group action on the nonzero, (0,1) column
vectors: the orbit of all vectors having exactly 3 ones, the orbit of vectors having
exactly 2 or 4 ones, and the orbit of vectors having exactly 1 or 5 ones.

Just before the analysis of the case d = 5 in Section 4, we commented that if
n1+n5 > 0, for some design matrix A, then there is another design matrix, A1 whose
�rst column is (1; 0; 0; 0; 0)T and detAAT = detA1A

T
1 . The reason for this is that

(1; 0; 0; 0; 0)T and (1; 1; 1; 1; 1)T are in the same orbit. Thus any design matrix with a
column equal to (1; 1; 1; 1; 1)T is equivalent, via the group action, to a design matrix
A1 as above.
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Similarly, if n2+n4 � 1 we may assume that n2 � 1 and that the �rst column of
A is (1; 1; 0; 0; 0)T . We used this argument throughout Section 4.

Another example of how the group action can be used to reduce the amount of
calculation occurs in the analysis of the case d = 8. The argument shows that if A
is D-optimal, then n1 + n5 = 0 and n3 � 3. One of the several subcases that need
to considered is the one where n3 = 4, n2 + n4 = 4, and the 4 columns of A having
exactly 3 ones are distinct. On the sets of 4 distinct vectors with exactly three ones,
the group action generates 3 orbits represented by

f(1; 1; 1; 0; 0); (1; 1; 0; 1; 0); (1; 1; 0; 0; 1); (0; 1; 1; 1; 0)g
f(1; 1; 1; 0; 0); (1; 1; 0; 1; 0); (1; 1; 0; 0; 1); (0; 0; 1; 1; 1)g
f(1; 1; 1; 0; 0); (1; 1; 0; 1; 0); (0; 1; 1; 0; 1); (0; 1; 0; 1; 1)g:

Thus any such D-optimal design matrix A is equivalent (via the group action on
M5;8(0; 1)) to a D-optimal matrix A0 whose �rst 4 columns are equal to one of the 3
sets above. Thus all D-optimal matrices can be discovered by checking only the A0

whose �rst four columns are as above.

Finally, we used the group action in Section 4 to argue that if n2 + n4 = 2 and
n3 = d � 2, we may assume that n2 = 2 and n4 = 0. If n2 = 1 = n4, then af-
ter suitable row interchanges we may assume that one column of A is (0; 1; 1; 1; 1)T

while the other is either (1; 1; 0; 0; 0)T or (0; 1; 1; 0; 0)T . Using the operation x5
above, these two pairs of column vectors become either (1; 0; 0; 0; 1)T ; (1; 1; 0; 0; 0)T or
(1; 0; 0; 0; 1)T ; (0; 1; 1; 0; 0)T , i.e. n2 is now 2. If n2 = 0 and n4 = 2, then after suitable
row interchanges we may assume that either the column (0; 1; 1; 1; 1)T is repeated
twice or there are two columns (0; 1; 1; 1; 1)T ; (1; 0; 1; 1; 1)T . In both cases the opera-
tion x5 transforms both pairs to a pair of columns with exactly 2 ones, i.e. n2 = 2.
Since the set of vectors with exactly 3 ones is invariant under the group action we
still have n3 = d� 2 in all cases.

6. Cohn's inequality. We present a new version and a new proof of Cohn's
inequality (see [Co1]). Our view point is that Cohn's inequality is a variation of the
arithmetic-geometric mean inequality

nY
i=1

xi �
 
1

n

nX
i=1

xi

!n

;

which can also be stated as: The product
Qn

i=1 xi subject to the condition
Pn

i=1 xi =
s, xi � 0 is maximized when x1 = � � � = xn = s

n
. Cohn's inequality deals with

maximizing
Qn

i=1 xi subject to two conditions, one of them linear and the other one
quadratic.

Theorem 6.1. Let wi 2 R for i 2 f1; :::; ng, n > 1, such that

1. wi � 0 for i 2 f1; :::; ng.
2.
Pn

i=1 wi = n
3.
Pn

i=1 w
2
i = n+ c2(1� 1

n
).
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Then,

nY
i=1

wi �
�
1 + c� c

n

��
1� c

n

�n�1
:(16)

The result in [Co1] is a logarithmic version of the above result. Throughout the
paper we have made use of the fact that the bound in inequality (16) is a decreasing
function of the quantity c.

Proof. We start out as in the proof of the lemma in [Co1] and use Lagrange
multipliers to maximize the target function p(w1; :::; wn) = p(w) =

Qn

i=1 wi. Set

f(w1; :::; wn) = f(w) =

nX
i=1

wi � n

g(w1; :::; wn) = g(w) =

nX
i=1

w2
i � (n+ c2(1� 1

n
)):

Then,

rp(w) = p(w) (
1

w1
; :::;

1

wn

)

rf(w) = (1; :::; 1)

rg(w) = 2w:

Let S = fwjwi � 0; f(w) = g(w) = 0g. Since p(w) is continuous and S is compact,
p(w) has a maximum value M on S. If p(w) = M , then by the Lagrange Multiplier
Theorem there exist �; � 2 R such that for all i 2 f1; :::; ng we have

M

wi

= �+ 2�wi or

0 = 2�w2
i + �wi �M:

Thus fw1; :::; wng contains at most two elements. If c = 0, then we have w1 = � � � =
wn = 1. If c > 0, then we may assume that v1 = w1 = � � � = wk > wk+1 = � � � =
wn = v2, 1 � k < n. The problem now is to maximize

p(v1; v2; k) = vk1v
n�k
2 ;

subject to

0 < v2 < v1;

1 � k < n;

f(v1; v2; k) = kv1 + (n� k)v2 � n = 0;

g(v1; v2; k) = kv21 + (n� k)v22 �
�
n+ c2(1� 1

n
)

�
= 0:
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Solving the last two equations for v1; v2 yields

v1 = 1 +
p
s

p
n� kp
n
p
k
v2 = 1�p

s

p
kp

n
p
n� k

;

where s = c2(1� 1
n
). The problem now reduces to maximizing the function

p(k) =

�
1 +

p
s
p
n� kp
n
p
k

�k
 
1�

p
s
p
kp

n
p
n� k

!n�k

:

The function p(k) is de�ned for k 2 (0; n) and we want to �nd its maximum in the
interval [1; n � 1]. Equivalently we can �nd the maximum of ln p(k) in the interval
[1; n� 1]. Di�erentiating q(k) = ln p(k) we get

q0(k) = ln v1 � ln v2 � v1 � v2
2

�
1

v1
+

1

v2

�
:

Now q0(k) < 0 is a consequence of the fact that the function 1
x
is convex. We have

ln v1 � ln v2 =

Z v1

v2

1

x
dx

<
v1 � v2

2

�
1

v1
+

1

v2

�
:

Thus the maximum of q(k) on [1; n� 1] occurs at k = 1 and the maximum is equal to

v1v
n�1
2 =

�
1 +

p
s
p
n� 1p
n

��
1�

p
sp

n
p
n� 1

�n�1

=

�
1 + c(1� 1

n
)

��
1� c

n

�n�1
;

which is what we had to show.
Remark 6.2. The last part of the proof is an argument used in in Lemma 2.1 of

[NR] and the reduction to the case of only two values follows the argument in [Co1].
In [Neu], Theorem 1, Cohn's inequality was used to prove an inequality for de-

terminants of positive-de�nite matrices. The next result improves the inequality of
[Neu] slightly to better suit our purposes here. Let jjRjj denote the Euclidean norm
of the matrix R = (rij), i.e. jjRjj2 =

P
i;j jri;j j2.

Corollary 6.3. Let R = (rij) 2Mn(C ) be a positive-de�nite Hermitian matrix.
Let c be the positive square root of

n

n� 1

 
�n+

�
njjRjj
traceR

�2!
:

Then,

detR �
�
traceR

n

�n �
1 + c� c

n

��
1� c

n

�n�1
:(17)
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Proof. Let �1; :::; �n be the eigenvalues of R. Then,

nX
i=1

�i = trace R and

nX
i=1

�2i = trace R2

= trace RR�

=
X

1�i;j�n

rijrij

=
X

1�i;j�n

jrij j2

= jjRjj2:
Set wi = n�i=traceR. Then

Pn

i=1 wi = n and
Pn

i=1 w
2
i = n + c2(1 � 1

n
). We can

now apply Cohn's inequality to w1; :::; wn. The result of the corollary follows by
multiplying both sides by (traceR=n)n.

If all columns of A 2 Mj;d(0; 1) have exactly k ones, then traceAAT = kd, the
number of ones in A. The previous corollary then takes on a special form which is
the one we apply in Section 3.

Corollary 6.4. Assume A 2Mj;d(0; 1) such that JjA = kJj;d. Then

detAAT �
�
kd

j

�j �
1 + c� c

j

��
1� c

j

�j�1

;

where c is de�ned as in Corollary 6.3 with R = AAT .
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