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#### Abstract

A new class of operators, larger than $C$-symmetric operators and different than normal one, named $C$-normal operators is introduced. Basic properties are given. Characterizations of this operators in finite dimensional spaces using a relation with conjugate normal matrices are presented. Characterizations of Toeplitz operators and composition operators as $C$-normal operators are given. Bunches of examples are presented.
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1. Introduction and main definition. Let $\mathcal{H}$ be a complex Hilbert space and denote by $L(\mathcal{H})$ (by $L A(\mathcal{H})$, respectively) the algebra (the space, respectively) of all bounded linear (antilinear, respectively) operators in the space $\mathcal{H}$. The theory of selfadjoint and normal operators has been developed for many years. However, there are many operators which do not belong to those classes. On the other hand, a complex Hilbert space can be equipped with additional structure given by conjugation $C$, i.e., antilinear isometric involution; $\left(C \in L A(\mathcal{H}), C^{2}=I\right.$ and $\langle h, g\rangle=\langle C g, C h\rangle$ for all $\left.h, g \in \mathcal{H}\right)$. Such a structure naturally appears in physics, see [8]. On the other hand, conjugations are related to adjoint operators in the antilinear sense. Following Wigner (see [17]), for antilinear operator $X \in L A(\mathcal{H})$, there is the unique antilinear operator $X^{\sharp}$ called the antilinear adjoint of $X$ such that

$$
\begin{equation*}
\langle X x, y\rangle=\left\langle\overline{x, X^{\sharp} y}\right\rangle \quad \text { for all } x, y \in \mathcal{H} . \tag{1.1}
\end{equation*}
$$

The antilinear operator $X$ is called antilinear selfadjoint if $X^{\sharp}=X$. Conjugations are the examples of such operators since $C^{\sharp}=C$.

Having a conjugation $C$ on a space $\mathcal{H}$, an operator $T$ can be called $C$-symmetric if $C A C=A^{*}$, see [9]. It turned out, see [4, Lemma 5.1], that operator $A \in L(\mathcal{H})$ is $C$-symmetric if and only if $A C$ is antilineary selfadjoint, i.e., $(A C)^{\sharp}=A C$. The $C$-symmetric operators have applications in physics especially in the quantum mechanics and the spectral analysis; let us recall monograph [14] and paper [1]. Authors send the reader to [8] for more of Mathematical and physical aspects of complex symmetric operators. It is worth to mention that $C$-symmetric operators have got interesting properties which was intensively studied, see $[9,10]$. For more references, see [8]. On the other hand, many natural operators belong to this class: truncated Toeplitz, Voltera operators, normal operators and many others.

It is natural to search for the larger class of operators than $C$-symmetric ones. Having in mind classical
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selfadjoint and normal operators, it is natural to put forward the following:
Definition 1.1. An operator $N \in L(\mathcal{H})$ is called $C$-normal if

$$
\begin{equation*}
N C(N C)^{\sharp}=(N C)^{\sharp}(N C) . \tag{1.2}
\end{equation*}
$$

The definition refers to definition of normality for antilinear operators, see [17]. Namely, an antilinear operator $X \in L A(\mathcal{H})$ is called antylinearly normal if

$$
\begin{equation*}
X X^{\sharp}=X^{\sharp} X . \tag{1.3}
\end{equation*}
$$

After stating the main definition the aim of the paper is to give equivalent conditions and basic properties of $C$-normal operator, Section 2. The next section is devoted to $C$-normal operators in finite dimensional Hilbert spaces. Section 3 shows the relation between $C$-normal operators and conjugate normal matrices; in fact we fully characterized the $C$-normal operators. The following sections concern finding a class of examples in various natural Hilbert spaces having a natural conjugations. Section 4 concerns multiplications operators in $L^{2}$ type spaces. Section 5 concerns Hardy space $H^{2}$ with some natural conjugation. Section 6 deals with composition operators. Especially interesting there are classes of $C$-normal operators being neither normal (in classical sense), nor $C$-symmetric, nor $C$-skew-symmetric. Theorems 6.6 and 7.3 give collections of such operators. Authors think that this paper proves that $C$-normal operators form widely enough class of operators. On the other hand, we hope there will be many theorems and properties of classical normal operators which can be moved to this new class and which should be of the future investigations.
2. Equivalent conditions and basic examples. Let $\mathcal{H}$ be a complex Hilbert space with conjugation $C$. An operator $A \in L(\mathcal{H})$ is called $C$-symmetric if $C A C=A^{*}$. It is called $C$-skew-symmetric if $C A C=$ $-A^{*}$. The immediate consequence of the definition of $C$-normality (Definition 1.1) is that $C$-symmetric operators and $C$-skew-symmetric operators are $C$-normal.

The paper concentrates on examples of $C$-normal operators which are neither $C$-cymmetric nor $C$ -skew-symmetric, but let us recall two classes of $C$-symmetric operators, so also $C$-normal, to give a feeling to the reader how large and important is the class of $C$-normal operators.

Example 2.1. Let $C$ be a conjugation in $\mathbb{C}^{n}$ given by $C\left(z_{1}, \ldots, z_{n}\right)=\left(\bar{z}_{n}, \bar{z}_{n-1}, \ldots, \bar{z}_{1}\right)$. The operators are $C$-symmetric if and only if its matrix is symmetric according to "second diagonal". (Notations are in Sections 3 and 4. This is an immediate consequence of Lemma 4.1.)

Let $m$ be the normalized Lebesgue measure on the unit circle $\mathbb{T}$ and let us consider space $L^{2}=L^{2}(\mathbb{T}, m)$. The Hardy space $H^{2}$ is a subspace of those elements of $L^{2}$ which have negative Fourier coefficient equal to 0 . One of the most interesting examples of $C$-symmetric, hence also $C$-normal, operators are truncated Toeplitz operators (TTO). (See [7] for more details about TTO.)

Example 2.2. By Beurling's theorem all subspaces which are invariant for the unilateral shift $S$ in the Hardy space $H^{2}\left(S f(z)=z f(z)\right.$ for $\left.f \in H^{2}\right)$ can be written as $\theta H^{2}$, where $\theta$ is an inner function. Consider, so-called, the model space $K_{\theta}^{2}=H^{2} \ominus \theta H^{2}$ and the orthogonal projection $P_{\theta}: L^{2} \rightarrow K_{\theta}^{2}$. A truncated Toeplitz operator $A_{\varphi}^{\theta}$ with a symbol $\varphi \in L^{2}$ is defined as

$$
A_{\varphi}^{\theta}: D\left(A_{\varphi}^{\theta}\right) \subset K_{\theta}^{2} \rightarrow K_{\theta}^{2} ; \quad A_{\varphi}^{\theta} f=P_{\theta}(\varphi f)
$$

for $f \in D\left(A_{\varphi}^{\theta}\right)=\left\{f \in K_{\theta}^{2}: \varphi f \in L^{2}\right\}$. If $A_{\varphi}^{\theta}$ is bounded, it naturally extends to the operator in $L(\mathcal{H})$. The model space $K_{\theta}^{2}$ is equipped with natural conjugation $C_{\theta}, C_{\theta} f=\theta \bar{z} \bar{f}$ for $f \in K_{\theta}^{2}$. Denote by $\mathcal{T}(\theta)$ the
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set of all bounded truncated Toeplitz operators on $K_{\theta}^{2}$. As it was shown in [16, 7], operators from $\mathcal{T}(\theta)$ are $C_{\theta}$-symmetric, hence $C_{\theta}$-normal.

We have the following equivalent conditions:
Theorem 2.3. Let $C$ be a conjugation on $\mathcal{H}$ and let $N \in L(\mathcal{H})$. The followings conditions are equivalent:
(1) $N$ is $C$-normal,
(2) $N^{*}$ is $C$-normal,
(3) $C N C$ is $C$-normal,
(4) $C N^{*} C$ is $C$-normal,
(5) $C N N^{*}=N^{*} N C$,
(6) $C N^{*} N=N N^{*} C$,
(7) $C N(C N)^{\sharp}=(C N)^{\sharp}(C N)$,
(8) $\|N C h\|=\left\|N^{*} h\right\|$,
(9) $\left\|N^{*} C h\right\|=\|N h\|$,
(10) $N_{+} \stackrel{d f}{=} \frac{1}{2}\left(C N+N^{*} C\right)$ and $N_{-} \stackrel{d f}{=} \frac{1}{2}\left(C N-N^{*} C\right)$ commute,
(11) $N^{+} \stackrel{d f}{=} \frac{1}{2}\left(N C+C N^{*}\right)$ and $N^{-} \stackrel{d f}{=} \frac{1}{2}\left(N C-C N^{*}\right)$ commute.

Proof. We prove, for instance, equivalences (1) and (5), (1) and (6). Let's assume (1). From (1.1) and (1.2) we have following:

$$
N C C N^{*}=C N^{*} N C
$$

and from Definition 1.1,

$$
N N^{*}=C N^{*} N C
$$

Then, by covering the above equation from the left side by $C$, we get condition (5). Furthermore, by covering the above equation from the right side by $C$, we get condition (6).

Lemma 2.4. Let $C$ be a conjugation in $\mathcal{H}$. If $N \in L(\mathcal{H})$ is $C$-normal, then $N_{L}=C N C N$ and $N_{R}=$ $N C N C$ are normal.

Example 2.5. The reverse implication is not true, which follows from the following example. Let $\mathcal{H}=\mathbb{C}^{3}, C\left(z_{1}, z_{2}, z_{3}\right)=\left(\bar{z}_{3}, \bar{z}_{2}, \bar{z}_{1}\right)$ and

$$
N=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Next, we will present some results on relations between $C$-normal operators and unitary ones.
Proposition 2.6. Let $C$ be a conjugation in $\mathcal{H}$ and $U \in L(\mathcal{H})$ be a unitary operator. Then:
(1) $U$ is $C$-normal,
(2) $U C U^{*}$ is a conjugation,
(3) $C U C$ is unitary,
(4) if $T$ is $C$-symmetric, then $U T U^{*}$ is $U C U^{*}$-symmetric,
(5) if $N$ is $C$-normal, then $U N U^{*}$ is $U C U^{*}$-normal,
(6) moreover, if $U$ is $C$-symmetric, then
(a) if $T$ is $C$-symmetric, then $U T U^{*}$ is $C$-symmetric,
(b) if $N$ is $C$-normal, then $U N U^{*}$ is $C$-normal.
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Proposition 2.7. Let $C$ be a conjugation in $\mathcal{H}$ and let $U \in L(\mathcal{H})$ be unitary operator. An operator $N$ is $C$-normal if and only if $U^{*} N C U C\left(U^{*} C N U C\right.$, respectively) is $C$-normal.

It is a consequence of the following:
Lemma 2.8. Let $X \in L A(\mathcal{H})$ and let $U \in L(\mathcal{H})$ be unitary operator. If $X$ is antilinearly normal, then $U^{*} X U$ is also antilinearly normal.

Proof. The direct computation shows that

$$
\begin{aligned}
\left(U^{*} X U\right)\left(U^{*} X U\right)^{\sharp} & =U^{*} X U U^{*}\left(U^{*} X\right)^{\sharp}=U^{*} X X^{\sharp} U \\
& =U^{*} X^{\sharp} X U=U^{*} X^{\sharp} U U^{*} X^{\sharp} U \\
& =\left(U^{*} X U\right)^{\sharp}\left(U^{*} X U\right) .
\end{aligned}
$$

Let $h, g \in \mathcal{H}$ then, by $h \otimes g \in L(\mathcal{H})$ we will denote rank one operator given by $(h \otimes g) x=\langle x, g\rangle h$ for $x \in \mathcal{H}$.

Lemma 2.9. Let $C$ be a conjugation in $\mathcal{H}$. Let $x, y, h, g \in \mathcal{H}$. Then:
(1) $(h \otimes g)^{*}=g \otimes h$,
(2) $C(h \otimes g) C=C h \otimes C g$,
(3) $(h \otimes g)(x \otimes y)=\langle x, g\rangle h \otimes y$.

Let $\mathcal{H}$ be a complex Hilbert space with conjugation $C$. Direct calculations show that all $C$-normal rank-one operators have the form $h \otimes C h$, where $h \in \mathcal{H}$. This operators are $C$-cymmetric, see [13]. Hence, there can be found interesting examples among rank-two or rank-three operators. Let $\operatorname{dim} \mathcal{H} \geqslant 3$. Then, by $\left[8\right.$, Lemma 2.1], there is an orthonormal basis $\left\{e_{k}\right\}$ such that $C e_{k}=e_{k}$. Denote $h=\frac{1}{\sqrt{2}}\left(e_{1}+i e_{2}\right), g=e_{3}$ then $h, C h, g$ are orthonormal. Let us consider two operators

$$
\begin{align*}
& A_{1}=h \otimes h+h \otimes C h+C h \otimes h-C h \otimes C h  \tag{2.4}\\
& A_{2}=h \otimes C h+g \otimes h+2 g \otimes g+2 C h \otimes h-C h \otimes g \tag{2.5}
\end{align*}
$$

A direct calculation, using Lemma 2.9, shows that operators $A_{1}$ and $A_{2}$ are neither $C$-symmetric, nor $C$-skew-symmetric, but they are $C$-normal. Moreover, the operator $A_{2}$ is neither selfadjoint nor normal.
3. Finite dimensional case. Let $\mathbf{M}_{n}$ denote the algebra of all $n \times n$ complex matrices. Except the algebra structure, which was recalled, there are some operations on matrices which are defined as follows; let $M=\left[a_{j k}\right] \in \mathbf{M}_{n}$, then we denote

$$
\bar{M}=\left[\bar{a}_{j k}\right], \quad M^{t}=\left[a_{k j}\right], \quad M^{*}=\left[\bar{a}_{k j}\right], \quad M^{s}=\left[a_{n-j+1} n-k+1\right]
$$

We will call the matrix unitary if its columns (or rows) form an orthonormal basis.
Let us recall relations between antilinear operators and matrices. Let $X \in L A\left(\mathbb{C}^{n}\right)$. Let $e_{1}, \ldots, e_{n}$ be an orthonormal basic in $\mathbb{C}^{n}$. There is a matrix $M_{X}=\left[a_{j k}\right]$ such that for any $x=\sum_{k=1}^{n}\left\langle x, e_{k}\right\rangle e_{k} \in \mathbb{C}^{n}$ we have

$$
X x=\sum_{j=1}^{n}\left(\sum_{k=1}^{n} a_{j k} \overline{\left\langle x, e_{k}\right\rangle}\right) e_{j}
$$
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Moreover, $a_{j k}=\left\langle X e_{k}, e_{j}\right\rangle$. The matrix $M_{X}$ will be called a matrix representation of antilinear operator $X$ as to basis $e_{1}, \ldots, e_{n}$. (The standard matrix for linear operator $T \in L\left(\mathbb{C}^{n}\right)$ is also denoted by $M_{T}$.) The following properties hold.

Lemma 3.1. Let $X, Y \in L A\left(\mathbb{C}^{n}\right)$ and $T \in L\left(\mathbb{C}^{n}\right)$. Let $M_{X}, M_{Y}, M_{T}$ be a matrix representation of operators $X, Y, T$ as to certain orthonormal basis $e_{1}, \ldots, e_{n}$, respectively. Then:
(1) $M_{X T}=M_{X} \bar{M}_{T}$,
(2) $M_{T X}=M_{T} M_{X}$,
(3) $M_{X Y}=M_{X} \bar{M}_{Y}$,
(4) $M_{X^{\sharp}}=M_{X}^{t}$.

There is quite large literature concerning conjugate normal matrices.
Definition $3.2([6])$. Matrix $M \in \mathbf{M}_{n}(\mathbb{C})$ is conjugate normal if

$$
M M^{*}=\overline{M^{*} M}
$$

The theorem bellow shows the relationships between antilinearly normal operators and conjugate normal matrices.

Theorem 3.3. Let $X \in L A\left(\mathbb{C}^{n}\right)$. Then $X$ is antilineary normal if and only if the matrix $M_{X}$ is conjugate normal.

Proof. The antilinear operator $X$ is antilinearly normal, if (1.3) is fulfilled, which is equivalent to

$$
M_{X X^{\sharp}}=M_{X^{\sharp} X} .
$$

By Lemma 3.1, we have

$$
M_{X} \bar{M}_{X^{\sharp}}=M_{X^{\sharp}} \bar{M}_{X}
$$

and

$$
M_{X} M_{X}^{*}={\overline{M^{*}}}_{X} \bar{M}_{X}
$$

REmark 3.4. Let $M \in \mathbf{M}_{n}$ be a conjugate normal matrix and $M_{u}$ be an unitary matrix. As it was observed in [6, Condition 4.13], the matrix $M_{u} M M_{u}^{t}$ was also conjugate normal. On the other hand, having fixed orthonormal basis, if matrix $M$ is the matrix of some antilinear operator $X \in L A\left(\mathbb{C}^{n}\right)$, i.e., $M=M_{X}$ and matrix $M_{u}$ is a matrix of unitary operator $U \in L\left(\mathbb{C}^{n}\right)$, i.e., $M_{u}=M_{U}$ then, by Lemma 3.1, $M_{u} M M_{u}^{t}=M_{U} M_{X} M_{U}^{t}=M_{U X U^{*}}$ and $U X U^{*}$ is antilineary normal (see Theorem 3.3, or else Lemma 2.8).

Recall after $[5,6]$ the following theorem characterizes conjugate normal matrices.
Theorem 3.5. Let matrix $M \in \mathbf{M}_{n}$ be conjugate normal. Then there is unitary matrix $M_{u} \in \mathbf{M}_{n}$ such that matrix $M_{d}=M_{u} M M_{u}^{t}$, where $M_{d}$ is block diagonal matrix with block diagonal matrices $\left(M_{d}\right)_{i}^{\prime}$ of size $1 \times 1$ and $\left(M_{d}\right)_{j}^{\prime \prime}$ of size $2 \times 2$ of a form

$$
\left(M_{d}\right)_{i}^{\prime}=\left[r_{i}\right], \quad r_{i} \geqslant 0 \quad \text { and } \quad\left(M_{d}\right)_{j}^{\prime \prime}=\left[\begin{array}{rr}
s_{j} & t_{j} \\
-t_{j} & s_{j}
\end{array}\right], \quad s_{j} \geqslant 0, t_{j} \in \mathbb{R}
$$

The consequence of the above is the following characterization of $C$-normal operators:

Theorem 3.6. Let $C$ be a conjugation in $\mathbb{C}^{n}$. Let $N \in L\left(\mathbb{C}^{n}\right)$ be a $C$-normal operator. Then, there is unitary operator $U \in L\left(\mathbb{C}^{n}\right)$ such that
(1) $N=U^{*}(D C)(C U C)$, noticing that $U^{*}, D C, C U C \in L\left(\mathbb{C}^{n}\right)$, or
(2) $N=(U C)^{\sharp}(D C) C U$, noticing that $(U C)^{\sharp}, C U \in L A\left(\mathbb{C}^{n}\right)$ and $D C \in L\left(\mathbb{C}^{n}\right)$,
where $D$ is block diagonal operator given by block diagonal matrices $\left(M_{d}\right)_{i}^{\prime}$ of size $1 \times 1$ and $\left(M_{d}\right)_{j}^{\prime \prime}$ of size $2 \times 2$ of a form

$$
\left(M_{d}\right)_{i}^{\prime}=\left[r_{i}\right], \quad r_{i} \geqslant 0 \quad \text { and } \quad\left(M_{d}\right)_{j}^{\prime \prime}=\left[\begin{array}{rr}
s_{j} & t_{j} \\
-t_{j} & s_{j}
\end{array}\right], \quad s_{j} \geqslant 0, t_{j} \in \mathbb{R}
$$

Proof. Operator $N$ is $C$-normal, and thus, $N C$ is antilinearly normal. Let us fix some orthonormal basis in $\mathbb{C}^{n}$, for example canonical one. Hence, by Theorem 3.3, the matrix $M_{N C}$ of $N C$ is conjugate normal. Now by Theorem 3.5 there is a unitary matrix $M_{u}$ and specific block diagonal matrix $M_{d}$ described in Theorem 3.5 such that $M_{d}=M_{u} M_{N C} M_{u}^{t}$. Let $D \in L A\left(\mathbb{C}^{n}\right)$ be an antilinear operator represented by matrix $M_{d}$ and $U \in L\left(\mathbb{C}^{n}\right)$ be the unitary operator represented by the matrix $M_{u}$. Then, $M_{D}=M_{U} M_{N C} M_{U}^{t}=M_{U N C U^{*}}$ by Lemma 3.1. Hence, $D=U N C U^{*}$ and we get (1). Condition (2) can be proved similarly starting with $C N$.
4. Case of canonical conjugation in $\mathbb{C}^{n}$. Let $C_{z^{n}}$ be a canonical conjugation in $\mathbb{C}^{n}$ given by $C_{z^{n}}\left(z_{1}, \ldots, z_{n}\right)=\left(\bar{z}_{n}, \bar{z}_{n-1}, \ldots, \bar{z}_{1}\right)$. Recall the model spaces defined in Example 2.2. If we consider the inner function $\theta(z)=z^{n}$ then $\mathbb{C}^{n}$ can be seen as a model space $\mathbb{C}^{n}=H^{2} \ominus z^{n} H^{2}$. Moreover, the conjugation $C_{z^{n}}$ is exactly the conjugation $C_{\theta}$ with $\theta=z^{n}$ considered in Example 2.2.

LEMMA 4.1. Let $T \in L\left(\mathbb{C}^{n}\right)$ and $M_{T}=\left[a_{i j}\right]_{\substack{i=1, \ldots, n \\ j=1, \ldots, n}}$. Then $M_{C_{z^{n}} T C_{z^{n}}}=\left[\bar{a}_{n-i+1 \quad n-j+1}\right]_{\substack{i=1, \ldots, n \\ j=1, \ldots, n}}$. That means

$$
C_{z^{n}}\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right] C_{z^{n}}=\left[\begin{array}{ccc}
a_{n n} & \cdots & a_{n 1} \\
\vdots & \ddots & \vdots \\
a_{1 n} & \cdots & a_{11}
\end{array}\right]
$$

By the second diagonal of the matrix $M=\left[a_{i j}\right] \in M_{n n}$ we will mean the set of elements $a_{i j}$ such that $i+j=n+1$.

Theorem 4.2. Let $N \in L\left(\mathbb{C}^{n}\right)$ be $C_{z^{n}}$-normal operator. Then, there is a unitary operator $U \in L\left(\mathbb{C}^{n}\right)$ and the operator $\tilde{D} \in L\left(\mathbb{C}^{n}\right)$ having a matrix representation concentrated on the second diagonal given by block diagonal matrices $\left(M_{d}^{\prime}\right)_{i}$ of the size $1 \times 1$ and $\left(M_{d}^{\prime \prime}\right)_{j}$ of the size $2 \times 2$ of the form $\left(M_{d}^{\prime}\right)_{i}=\left[r_{i}\right], r_{i} \geqslant 0$ and $\left(M_{d}^{\prime \prime}\right)_{j}=\left[\begin{array}{rr}t_{j} & s_{j} \\ s_{j} & -t_{j}\end{array}\right], s_{j} \geqslant 0, t_{j} \in \mathbb{R}$ such that
(1) $N=U \tilde{D}\left(C_{z^{n}} U^{*} C_{z^{n}}\right)$, which can be written using matrix representation as,
(2) $M_{N}=M_{U} M_{\tilde{D}}\left(M_{U}^{s}\right)^{t}$.

Proof. By Theorem 3.6 (1) there is a unitary operator $U \in L\left(\mathbb{C}^{n}\right)$ and decomposition such that $N=$ $U\left(D C_{z^{n}}\right)\left(C_{z^{n}} U^{*} C_{z^{n}}\right)$ where $D C_{z^{n}} \in L\left(\mathbb{C}^{n}\right)\left(C_{z^{n}} U^{*} C_{z^{n}}\right) \in L\left(\mathbb{C}^{n}\right)$. Define $\tilde{D}=D C_{z^{n}} \in L\left(\mathbb{C}^{n}\right)$ and applying Lemma 3.1 the operator $\tilde{D}$ has got a suitable representation. Hence, we get (1). Applying Lemma 4.1, we obtain (2).

Example 4.3. For $n=3$, having a canonical conjugation $C_{z^{3}}\left(z_{1}, z_{2}, z_{3}\right)=\left(\bar{z}_{3}, \bar{z}_{2}, \bar{z}_{1}\right)$, all $C_{z^{3}}$-normal operators have the matrix representation $M_{U} M_{\tilde{D}}\left(M_{U}^{s}\right)^{t}$, where $M_{U}$ is any unitary matrix and $M_{\tilde{D}}=$ $\left[\begin{array}{rrr}0 & 0 & r \\ t & s & 0 \\ s & -t & 0\end{array}\right], r \geqslant 0, s \geqslant 0, t \in \mathbb{R}$ or $M_{\tilde{D}}=\left[\begin{array}{rrr}0 & 0 & r_{1} \\ 0 & r_{2} & 0 \\ r_{3} & 0 & 0\end{array}\right], r_{1}, r_{2}, r_{3} \geqslant 0$.
5. $C$-normal operators on $L^{2}$ spaces. Now, we would like to find examples of $C$-normal operators in $L^{2}$ spaces. Direct calculation shows the following:

Proposition 5.1. Let $(X, \mu)$ be a measure space. Let $L^{2}(X, \mu)$ be a space of complex valued functions with conjugation $C$ given by $C f(x)=\overline{f(x)}$. Let $\varphi \in L^{\infty}$ and $M_{\varphi}$ be a multiplication operator on $L^{2}(X, \mu)$, $M_{\varphi} f=\varphi f$. Then $M_{\varphi}$ is $C$-symmetric, thus also $C$-normal.

Recall that any normal operator $N \in L(\mathcal{H})$ is unitary equivalent to the multiplication operator $M_{\varphi}$, i.e., $M_{\varphi}=U N U^{*}$, where $U \in L\left(\mathcal{H}, L^{2}(X, \mu)\right)$ is unitary. Let $C$ be a conjugation in $H$ such that $\left(U C U^{*}\right) f(x)=$ $\overline{f(x)}$. Then $N$ is $C$-normal. On the other hand, we have the following

Example 5.2. Consider $L^{2}[0,1]$. A conjugation $C$ on $L^{2}[0,1]$ is given by $(C f)(t)=\overline{f(1-t)}, t \in[0,1]$. Let $\varphi \in L^{\infty}$ and consider $M_{\varphi} \in L\left(L^{2}[0,1]\right), M_{\varphi} f=\varphi f$. It turns out, that operator $M_{\varphi}$ is $C$-normal if and only if $|\varphi|^{2}(t)=|\varphi|^{2}(1-t)$.

Proposition 5.3. Let $M_{\varphi} \in L^{2}\left(\mathbb{R}, \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2}\right) d x\right)$ and $\varphi \in L^{\infty}$. Let conjugation $C$ be given by $C f(x)=\overline{f(-x)}$. It turns out, that the operator $M_{\varphi}$ is $C$-normal if and only if $|\varphi|^{2}$ is an even mapping.
6. $C$-normal Toeplitz operators on Hardy spaces. In the following section, we would like to characterize $C$-symmetric, $C$-skew-symmetric, $C$-normal operators in the Hardy space $H^{2}$. Recall that $L^{2}=L^{2}(\mathbb{T}, m)$ and the Hardy space $H^{2}$ is its subspace of those elements of $L^{2}$ which have negative Fourier coefficient equal to 0 . Now, we will consider Toeplitz operators. Let $\varphi \in L^{\infty}=L^{\infty}(\mathbb{T}, m)$ and define the Toeplitz operator with symbol $\varphi$ as

$$
T_{\varphi} f=P_{H^{2}}(\varphi f) .
$$

Note also after [2, Theorem 9] that conditions for a Toeplitz operator to be selfadjoint (i.e., a symbol have to be real) or to be normal (i.e., a symbol have to be linear function of a real function) are very restrictive. In the following section, we will show that, the classes of $C$-symmetric, $C$-skew-symmetric, $C$-normal operators Toeplitz operators are much more wider. In fact, we fully characterize these classes of operators with respect to some natural conjugations.

First natural conjugation (see [15, p. 103]) which can be studied is given by

$$
\begin{equation*}
\left(C_{0} f\right)(z)=\overline{f(\bar{z})} \quad \text { for } f \in H^{2} \tag{6.6}
\end{equation*}
$$

In [11], for a given real $\xi, \theta$, there was also considered more general conjugation given by

$$
\begin{equation*}
\left(C_{\xi, \theta} f\right)(z)=e^{i \xi} \cdot \overline{f\left(e^{i \theta} \bar{z}\right)} . \tag{6.7}
\end{equation*}
$$

The Hardy space has the natural basis $e_{k}(z)=z^{k}, k=0,1, \ldots$ Note that $C_{\xi, \theta} e_{k}=e^{i \xi} \cdot e^{-i k \theta} e_{k}, k \in \mathbb{Z}_{+}$.
Lemma 6.1. Let $C_{\xi, \theta}, \xi, \theta \in \mathbb{R}$, be a conjugation on $H^{2}$ given by $\left(C_{\xi, \theta} f\right)(z)=e^{i \xi} \cdot \overline{f\left(e^{i \theta} \bar{z}\right)}$. Let an operator $T \in L\left(H^{2}\right)$ be given by a matrix $\left[a_{l k}\right]_{k, l \geqslant 0}$ as to the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{+}}$, i.e $a_{l k}=\left\langle T e_{k}, e_{l}\right\rangle$. Then
(1) the operator $C_{\xi, \theta} T C_{\xi, \theta}$ has a matrix $\left[b_{l k}\right]_{k, l \geqslant 0}, b_{l k}=e^{i(k-l) \theta} \bar{a}_{l k}$,
(2) the operator $T$ is $C_{\xi, \theta}$-symmetric if and only if $a_{l k}=e^{i(k-l) \theta} a_{k l}, k, l \geqslant 0$; in particular $a_{l l}$ are arbitrary,
(3) the operator $T$ is $C_{\xi, \theta}$-skew-symmetric if and only if $a_{l k}=-e^{i(k-l) \theta} a_{k l}, k, l \in \mathbb{Z}_{+}$; in particular $a_{l l}=0$.
Proof. To see (1), let us compute

$$
\begin{aligned}
b_{l k} & =\left\langle C_{\xi, \theta} T C_{\xi, \theta} e_{k}, e_{l}\right\rangle=\left\langle C_{\xi, \theta} e_{l}, T C_{\xi, \theta} e_{k}\right\rangle=\overline{\left\langle T C_{\xi, \theta} e_{k}, C_{\xi, \theta} e_{l}\right\rangle} \\
& =\overline{\left\langle T e^{i \xi} e^{-i k \theta} e_{k}, e^{i \xi} e^{-i l \theta} e_{l}\right\rangle}=e^{i(k-l) \theta} \overline{\left\langle T e_{k}, e_{l}\right\rangle}=e^{i(k-l) \theta} \bar{a}_{l k}
\end{aligned}
$$

Conditions (2) and (3) follows from (1) and appropriate definitions.
Corollary 6.2. Let $C_{0}$ be a conjugation on $H^{2}$ given by $\left(C_{0} f\right) z=\overline{f(\bar{z}),} f \in H^{2}$. Let $T \in L\left(H^{2}\right)$ be given by the matrix $\left[a_{k l}\right]_{k, l \geqslant 0}$ according to the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{+}}$. Then, $T$ is $C_{0}$-symmetric if and only if $a_{k l}=a_{l k}, k, l=0,1,2, \ldots$, and $T$ is $C_{0}$-skew-symmetric if and only if $a_{l l}=0, a_{k l}=-a_{l k}, k, l=0,1,2, \ldots$,

Proposition 6.3. Let $\varphi \in L^{\infty}$ have a Fourier expansion $\varphi(z)=\sum_{-\infty}^{+\infty} \widehat{\varphi}(n) z^{n}$. The Toeplitz operator $T_{\varphi}$ has the matrix $\left[a_{l k}\right]_{k, l=0,1,2, \ldots}$ and $a_{l k}=\widehat{\varphi}(l-k)$. Then:
(1) the operator $C_{\xi, \theta} T_{\varphi} C_{\xi, \theta}$ has matrix $\left[b_{l k}\right]$ with $b_{l k}=e^{i(k-l) \theta} \overline{\widehat{\varphi}(l-k)}$,
(2) the Toeplitz operator $T_{\varphi}$ is $C_{\xi, \theta}$-symmetric if and only if $\widehat{\varphi}(-k)=e^{i k \theta} \widehat{\varphi}(k), k \in \mathbb{Z}$; in particular $\widehat{\varphi}(0)$ is arbitrary,
(3) the operator $T_{\varphi}$ is $C_{\xi, \theta}$-skew-symmetric if and only if $\widehat{\varphi}(-k)=-e^{i k \theta} \widehat{\varphi}(k), k \in \mathbb{Z}$; in particular $\widehat{\varphi}(0)=0$ if $\operatorname{Arg} \theta \neq \pi$ and $\widehat{\varphi}(0)$ is arbitrary if $\operatorname{Arg} \theta=\pi$.
Proposition 6.4. Let $C_{\xi, \theta}, \xi, \theta \in \mathbb{R}$, be a conjugation on $H^{2}$ given by $\left(C_{\xi, \theta} f\right)(z)=e^{i \xi} \overline{f\left(e^{i \theta} \bar{z}\right)}$. Let $\varphi \in L^{\infty}, \varphi(z)=\sum_{n=-\infty}^{+\infty} \widehat{\varphi}(n) z^{n}$ and denote $\varphi_{+}(z)=\sum_{n=1}^{+\infty} \widehat{\varphi}(n) z^{n}, \varphi_{-}(z)=\sum_{n=-\infty}^{-1} \widehat{\varphi}(n) z^{n}$. If $T_{\varphi}$ is $C_{\xi, \theta^{-}}$ normal then there is $\eta,|\eta|=1$ such that

$$
\begin{equation*}
\widehat{\varphi}(-k)=\eta e^{i k \theta} \widehat{\varphi}(k) \quad \text { for } k=1,2, \ldots \tag{6.8}
\end{equation*}
$$

or equivalently, there is $\eta,|\eta|=1$ such that

$$
\begin{equation*}
\varphi_{-}=\eta e^{i \xi} \overline{C_{\xi, \theta} \varphi_{+}} \tag{6.9}
\end{equation*}
$$

REmARK 6.5. Let us consider $\varphi, \psi \in L^{\infty}$ with the Fourier expansion $\varphi(z)=\sum_{n=-\infty}^{+\infty} \widehat{\varphi}(n) z^{n}$ and $\psi(z)=$ $\sum_{n=-\infty}^{+\infty} \widehat{\psi}(n) z^{n}$, respectively. Let $T_{\varphi}, T_{\psi}$ be Toeplitz operators on $H^{2}$. The operator $T_{\varphi} T_{\psi}$ is not always a Toeplitz operator. In fact, as it was shown in [2] that

$$
\begin{equation*}
\left\langle T_{\varphi} T_{\psi} e_{k+1}, e_{l+1}\right\rangle-\left\langle T_{\varphi} T_{\psi} e_{k}, e_{l}\right\rangle=\widehat{\varphi}(l+1) \widehat{\psi}(-k-1) \tag{6.10}
\end{equation*}
$$

Proof of Proposition 6.4. Applying Remark 6.5, we have

$$
\begin{align*}
\left\langle\left(S^{*} T_{\bar{\varphi}} T_{\varphi} S-T_{\bar{\varphi}} T_{\varphi}\right) e_{k}, e_{l}\right\rangle & =\left\langle T_{\bar{\varphi}} T_{\varphi} S e_{k}, S e_{l}\right\rangle-\left\langle T_{\bar{\varphi}} T_{\varphi} e_{k}, e_{l}\right\rangle  \tag{6.11}\\
& =\left\langle T_{\bar{\varphi}} T_{\varphi} e_{k+1}, e_{l+1}\right\rangle-\left\langle T_{\bar{\varphi}} T_{\varphi} e_{k}, e_{l}\right\rangle=\overline{\widehat{\varphi}(-l-1)} \widehat{\varphi}(-k-1) .
\end{align*}
$$

On the other hand, also using Lemma 6.1 and Remark 6.5, we get

$$
\begin{aligned}
\left\langle\left(S^{*} C_{\xi, \theta} T_{\varphi} T_{\bar{\varphi}} C_{\xi, \theta} S-C_{\xi, \theta} T_{\varphi} T_{\bar{\varphi}} C_{\xi, \theta}\right) e_{k}, e_{l}\right\rangle & =\left\langle C_{\xi, \theta} T_{\varphi} T_{\bar{\varphi}} C_{\xi, \theta} e_{k+1}, e_{l+1}\right\rangle-\left\langle C_{\xi, \theta} T_{\varphi} T_{\bar{\varphi}} C_{\xi, \theta} e_{k}, e_{l}\right\rangle \\
& =e^{i(k-l) \theta} \frac{\left\langle T_{\varphi} T_{\bar{\varphi}} e_{k+1}, e_{l+1}\right\rangle}{}-e^{i(k-l) \theta} \frac{}{\left\langle T_{\varphi} T_{\bar{\varphi}} e_{k}, e_{l}\right\rangle} \\
& =e^{i(k-l) \theta} \frac{\widehat{\varphi}(l+1)}{\varphi}(k+1)
\end{aligned}
$$

The last equality follows from (6.11) for $T_{\varphi} T_{\bar{\varphi}}$. If $T_{\varphi}$ is $C_{\xi, \theta^{-}}$normal, by Theorem 2.3 (5), subtracting both sides we get

$$
\begin{equation*}
e^{i(k-l) \theta} \overline{\widehat{\varphi}(l+1)} \widehat{\varphi}(k+1)=\overline{\hat{\varphi}(-l-1)} \widehat{\varphi}(-k-1) \tag{6.12}
\end{equation*}
$$

for $k, l=0,1,2, \ldots$
Assume for the while that $\widehat{\varphi}(k) \neq 0, k= \pm 1, \pm 2, \ldots$ Thus,

$$
\begin{equation*}
\overline{\left(\frac{\widehat{\varphi}(-l)}{e^{i l \theta} \widehat{\varphi}(l)}\right)}=\left(\frac{\widehat{\varphi}(-k)}{e^{i k \varphi} \widehat{\varphi}(k)}\right)^{-1} \tag{6.13}
\end{equation*}
$$

for $k, l=1,2, \ldots$ Hence, there is $\eta$ such that $\frac{\widehat{\varphi}(-k)}{e^{i k \varphi} \widehat{\varphi}(k)}=\eta$ for $k=1,2, \ldots$ Moreover, by (6.13), we get $|\eta|=1$. Thus,

$$
\begin{equation*}
\widehat{\varphi}(-k)=\eta e^{i k \theta} \widehat{\varphi}(k) \quad \text { for } k=1,2, \ldots \tag{6.14}
\end{equation*}
$$

If $\widehat{\varphi}(k)=0$ and (6.14) is fulfilled, then $\widehat{\varphi}(-k)=0$ and (6.12) holds.
 $\varphi(z)=\sum_{n=-\infty}^{+\infty} \widehat{\varphi}(n) z^{n}$ and denote $\varphi_{+}(z)=\sum_{n=1}^{+\infty} \widehat{\varphi}(n) z^{n}, \varphi_{-}(z)=\sum_{n=-\infty}^{-1} \widehat{\varphi}(n) z^{n}$. Then $T_{\varphi}$ is $C_{\xi, \theta}-$ normal if and only if there is $\eta,|\eta|=1$ such that

$$
\begin{gather*}
\varphi_{-}=\eta e^{i \xi} \overline{C_{\xi, \theta} \varphi_{+}} \quad \text { and }  \tag{6.15}\\
(\eta-\bar{\eta}) \varphi_{+} C_{\xi, \theta} \varphi_{+}+\overline{\hat{\varphi}(0)}(\eta-1) e^{i \xi} \varphi_{+}-\widehat{\varphi}(0)(\bar{\eta}-1) C_{\xi, \theta} \varphi_{+}=0 \tag{6.16}
\end{gather*}
$$

Denote by $\varphi_{\sim}^{\theta}(z)=e^{-i \xi} C_{\xi, \theta} \varphi_{+}(z)=\overline{\varphi_{+}\left(e^{i \theta} \bar{z}\right)}$. Easy to see that $\overline{\varphi_{\sim}^{\theta}}=\bar{\varphi}_{\sim}^{\theta}$.
Lemma 6.7. With the notation above, the following hold:
(1) $C_{\xi, \theta} T_{\varphi_{+}} C_{\xi, \theta}=T_{\varphi_{\sim}^{\theta}}$,
(2) $C_{\xi, \theta} T_{\bar{\varphi}_{+}} C_{\xi, \theta}=T_{\bar{\varphi}_{\sim}^{\theta}}^{\sim}$,
(3) $C_{\xi, \theta} T_{\varphi_{\sim}^{\theta}} C_{\xi, \theta}=T_{\varphi_{+}}$,
(4) $C_{\xi, \theta} T_{\bar{\varphi}_{\sim}^{\theta}}^{\sim} C_{\xi, \theta}=T_{\bar{\varphi}_{+}}$.

Proof. To see (1), let us calculate for $f, g \in H^{2}$ :

$$
\begin{aligned}
\left\langle C_{\xi, \theta} T_{\varphi_{+}} C_{\xi, \theta} f, g\right\rangle & =\left\langle C_{\xi, \theta} g, T_{\varphi_{+}} C_{\xi, \theta} f\right\rangle=\left\langle C_{\xi, \theta} g, P_{H^{2}} M_{\varphi_{+}} C_{\xi, \theta} f\right\rangle \\
& =\left\langle C_{\xi, \theta} g, M_{\varphi_{+}} C_{\xi, \theta} f\right\rangle=\int e^{i \xi} \overline{g\left(e^{i \theta} \bar{z}\right)} \overline{\varphi_{+}(z) e^{i \xi} \overline{f\left(e^{i \theta} \bar{z}\right)}} d m(z) \\
& =\int \bar{\varphi}_{+}(z) f\left(e^{i \theta} \bar{z}\right) \overline{g\left(e^{i \theta} \bar{z}\right)} d m(z)
\end{aligned}
$$

Let us substitute $\omega=e^{i \theta} \bar{z}$. Then $z=e^{i \theta} \bar{\omega}$. Thus,

$$
\left\langle C_{\xi, \theta} T_{\varphi_{+}} C_{\xi, \theta} f, g\right\rangle=\int \overline{\varphi_{+}\left(e^{i \theta} \bar{\omega}\right)} f(\omega) \overline{g(\omega)} d m(\omega)=\left\langle T_{\varphi_{\sim}^{\theta}} f, g\right\rangle
$$

Property (3) follows from (1) since $\left(\varphi_{\sim}^{\theta}\right)_{\sim}^{\theta}=\varphi$ and (2), (4) follows from (1) and (3) taking $\bar{\varphi}$ instead of $\varphi$. $\square$
Proof of Theorem 6.6. Let us apply Proposition 6.4 and by (6.9) operator $T_{\varphi}$ being $C_{\xi, \theta^{-}}$normal has to be represented as

$$
T_{\varphi}=T_{\varphi_{+}}+\widehat{\varphi}(0) I+\eta e^{i \xi} T_{\overline{C_{\xi, \theta} \varphi_{+}}}=T_{\varphi_{+}}+\widehat{\varphi}(0) I+\eta T_{\bar{\varphi}_{\sim}^{\theta}} .
$$

Therefore,

$$
T_{\varphi}^{*}=T_{\bar{\varphi}_{+}}+\overline{\widehat{\varphi}(0)} I+\bar{\eta} T_{\varphi_{\sim}^{\theta}} .
$$

Let us calculate:

$$
\begin{aligned}
T_{\varphi} T_{\varphi}^{*}= & T_{\varphi_{+}} T_{\bar{\varphi}_{+}}+\overline{\widehat{\varphi}(0)} T_{\varphi_{+}}+\bar{\eta} T_{\varphi_{+}} T_{\varphi_{\sim}^{\theta}}+\widehat{\varphi}(0) T_{\bar{\varphi}_{+}}+|\widehat{\varphi}(0)|^{2} I \\
& +\widehat{\varphi}(0) \bar{\eta} T_{\varphi_{\sim}^{\theta}}+\eta T_{\bar{\varphi}_{\sim}^{\theta}} T_{\bar{\varphi}_{+}}+\overline{\hat{\varphi}(0)} \eta T_{\bar{\varphi}_{\sim}^{\theta}}+|\eta|^{2} T_{\bar{\varphi}_{\sim}^{\theta}} T_{\varphi_{\sim}^{\theta}}
\end{aligned}
$$

Hence, by Lemma 6.7, we get

$$
\begin{aligned}
C_{\xi, \theta} T_{\varphi} T_{\varphi}^{*} C_{\xi, \theta}= & T_{\varphi_{\sim}^{\theta}} T_{\bar{\varphi}_{\sim}^{\theta}}+\widehat{\varphi}(0) T_{\varphi_{\sim}^{\theta}}+\eta T_{\varphi_{\sim}^{\theta}} T_{\varphi_{+}}+\overline{\widehat{\varphi}(0)} T_{\bar{\varphi}_{\sim}^{\theta}}+|\widehat{\varphi}(0)|^{2} I \\
& +\overline{\widehat{\varphi}(0)} \eta T_{\varphi_{+}}+\bar{\eta} T_{\bar{\varphi}_{+}} T_{\bar{\varphi}_{\sim}^{\theta}}+\widehat{\varphi}(0) \bar{\eta} T_{\bar{\varphi}_{+}}+T_{\bar{\varphi}_{+}} T_{\varphi_{+}} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
T_{\varphi}^{*} T_{\varphi}= & T_{\bar{\varphi}_{+}} T_{\varphi_{+}}+\widehat{\varphi}(0) T_{\bar{\varphi}_{+}}+\eta T_{\bar{\varphi}_{+}} T_{\bar{\varphi}_{\sim}^{\theta}}+\overline{\widehat{\varphi}(0)} T_{\varphi_{+}}+|\widehat{\varphi}(0)|^{2} I \\
& +\eta \widehat{\widehat{\varphi}(0)} T_{\bar{\varphi}_{\sim}^{\theta}}+\bar{\eta} T_{\varphi_{\sim}^{\theta}} T_{\varphi_{+}}+\bar{\eta} \widehat{\varphi}(0) T_{\varphi_{\sim}^{\theta}}+T_{\varphi_{\sim}^{\theta}} T_{\bar{\varphi}_{\sim}^{\theta}} .
\end{aligned}
$$

Since $\varphi_{+}$is analytic and $\bar{\varphi}_{+}$is coanalytic, by [2], we have the following:

$$
\begin{align*}
C_{\xi \theta} T_{\varphi} T_{\varphi}^{*} C_{\xi \theta}-T_{\varphi}^{*} T_{\varphi}= & (\eta-\bar{\eta}) T_{\varphi_{\sim}^{\theta} \varphi_{+}}+(\bar{\eta}-\eta) T_{\bar{\varphi}_{+}} \bar{\varphi}_{\sim}^{\theta} \\
& +(\widehat{\varphi}(0)-\bar{\eta} \widehat{\varphi}(0)) T_{\varphi_{\sim}^{\theta}}+(\overline{\widehat{\varphi}(0)}-\eta \overline{\widehat{\varphi}(0)}) T_{\bar{\varphi}_{\sim}^{\theta}}  \tag{6.17}\\
& +\left(\overline{\widehat{\varphi}(0)} \eta-\overline{\widehat{\varphi}(0))} T_{\varphi_{+}}+(\widehat{\varphi}(0) \bar{\eta}-\widehat{\varphi}(0)) T_{\bar{\varphi}_{+}} .\right.
\end{align*}
$$

The condition for the operator $T_{\varphi}$ to be $C_{\xi, \theta}$-normal is that the operator above has to be zero. In fact the operator above is a Toeplitz one with the symbol (let say) $\psi \in L^{\infty} \subset L^{2}$. Thus, the symbol $\psi$ has to be a zero. Hence, the analytic and co-analytic part, which are complex adjoint one to the other, of $\psi$ have to be 0 . Extracting the analytical part of the function $\psi$ we get:

$$
\begin{aligned}
0 & =(\eta-\bar{\eta}) \varphi_{+} \varphi_{\sim}^{\theta}+\overline{\widehat{\varphi}(0)}(\eta-1) \varphi_{+}+\widehat{\varphi}(0)(1-\bar{\eta}) \varphi_{\sim}^{\theta} \\
& =(\eta-\bar{\eta}) e^{-i \xi} \varphi_{+} C_{\xi, \theta} \varphi_{+}+\overline{\hat{\varphi}(0)}(\eta-1) \varphi_{+}-\widehat{\varphi}(0)(\bar{\eta}-1) e^{-i \xi} C_{\xi, \theta} \varphi_{+} .
\end{aligned}
$$

Hence, we get (6.16).
Arguing the other direction, if (6.15) and (6.16) are fulfilled the operator considered in (6.17) have to be zero.
$C$-Normal Operators

Example 6.8. If, in Theorem 6.6, the existing $\eta$ is real, then we have the following cases:
(1) Let $\eta=1$ then (6.16) is fulfilled and (6.15) means that operator $T_{\varphi}$ is $C_{\xi, \theta}$-symmetric, see Lemma 6.3, (2).
(2) Let $\eta=-1$ and $\widehat{\varphi}(0)=0$ then (6.16) is fulfilled and (6.15) with $\widehat{\varphi}(0)=0$ means that operator $T_{\varphi}$ is $C_{\xi, \theta}$-skew-symmetric, see Lemma 6.3, (3).
(3) For $\eta=-1, \widehat{\varphi}(0) \neq 0, \operatorname{Arg} \theta \neq \pi$, condition (6.16) is equivalent to

$$
\begin{equation*}
\widehat{\widehat{\varphi}(0)} \varphi_{+}=\widehat{\varphi}(0) e^{-i \xi} C_{\xi, \theta} \varphi_{+}=\widehat{\varphi}(0) \varphi_{\sim}^{\theta} . \tag{6.18}
\end{equation*}
$$

Hence, in this case, the operator $T_{\varphi}$ is $C_{\xi, \theta}$-normal (but neither $C_{\xi, \theta^{-}}$-symmetric nor $C_{\xi, \theta^{-}}$-skewsymmetric) for $\varphi \in L^{\infty}$ if

$$
\begin{aligned}
& \hat{\varphi}(-k)=-e^{i k \theta} \hat{\varphi}(k) \text { for } k=1,2, \ldots, \quad \text { and } \\
& \operatorname{Arg} \hat{\varphi}(k) \stackrel{\bmod 2 \pi}{=} \operatorname{Arg} \hat{\varphi}(0)-\frac{k}{2} \theta \quad \text { for } k=1,2, \ldots
\end{aligned}
$$

It is worth to notice the special case of Theorem 6.6.
Corollary 6.9. Let $C_{0}$, be a conjugation on $H^{2}$ given by $\left(C_{0} f\right)(z)=\overline{f(\bar{z})}$ for $f \in H^{2}$. Let $\varphi \in L^{\infty}$ and $\varphi=\varphi_{-}+\widehat{\varphi}(0)+\varphi_{+}$. Then, the Toeplitz operator $T_{\varphi}$ is $C_{0}$-normal if and only if there is $\eta,|\eta|=1$ such that
(1) $\varphi_{-}=\eta \overline{C_{0} \varphi_{+}}$, and
(2) $(\eta-\bar{\eta}) \varphi_{+} C_{0} \varphi_{+}+\overline{\widehat{\varphi}(0)}(\eta-1) \varphi_{+}-\widehat{\varphi}(0)(\bar{\eta}-1) C_{0} \varphi_{+}=0$.

Example 6.10. Let $s \in(-1 ; 1)$ and let $\varphi(z)=\frac{-s \bar{z}}{1-i s \bar{z}}+\left(\frac{1}{2}+\frac{1}{2} i\right)+\frac{i s z}{1-i s z}$. Conditions (1) and (2) of Corollary are fulfilled for $\eta=i$. Thus, $T_{\varphi}$ is $C_{0}$-normal but neither $C_{0}$-symmetric nor $C_{0}$-skew-symmetric by Lemma 6.3.
7. Composition operators. Let $(X, \Sigma, \mu)$ be a measure space with a non-negative $\sigma$-finite measure $\mu$ and consider a space $L^{2}(X, \Sigma, \mu)$. Then a measurable function $T: X \rightarrow X$ induces a composition operator $C_{T} f=f \circ T$. It is known [18] that if $C_{T}$ is bounded then $\mu \circ T^{-1}$ is absoluty continuous with respect to $\mu$ and the Radon-Nikodym derivative $h=\frac{d \mu \circ T^{-1}}{d \mu}$ is essentially bounded. Conversely, if $T$ satisfies this conditions, function $T$ induce bounded linear operator $C_{T}$ on $L^{2}(X, \Sigma, \mu)$. It is clear that $h$ is always nonnegative. Note also the basic formula

$$
\begin{equation*}
\int C_{T} f d \mu=\int f \circ T d \mu=\int f h d \mu \tag{7.19}
\end{equation*}
$$

Proposition 7.1. Take the conjugation $C$ in $L^{2}(X, \Sigma, \mu)$ given by $C(f)(x)=\overline{f(x)}$. Assume that $C_{T}$ is a bounded composition operator given by a measurable function $T: X \rightarrow X$. Then following are equivalent:
(1) $C_{T}$ is $C$-normal,
(2) $C_{T}$ is normal.

Proof. To show equivalence of (1) to (2), we will show that $C C_{T}^{*} C_{T} C=C_{T}^{*} C_{T}$. Let $f, g \in L^{2}(X, \Sigma, \mu)$ then

$$
\begin{aligned}
\left\langle C C_{T}^{*} C_{T} C f, g\right\rangle & =\left\langle C g, C_{T}^{*} C_{T} C f\right\rangle=\left\langle C_{T} C g, C_{T} C f\right\rangle=\int(C g \circ T) \cdot \overline{C f \circ T} d \mu \\
& =\int(\bar{g} \circ T)(f \circ T) d \mu=\int \bar{g} f h d \mu=\left\langle C_{T} f, C_{T} g\right\rangle=\left\langle C_{T}^{*} C_{T} f, g\right\rangle
\end{aligned}
$$

Let us note that $(C f) x=\overline{f(-x)}$ gives us a conjugation in $L^{2}(\mathbb{R}, m),(m$ Lebesgue measure). On the other hand, $(C f) x=\overline{f(1-x)}$ defines a conjugation on the space $L^{2}([0,1], m)$. Consider the general space $L^{2}(X, \mu)$, where $(X, \mu)$ is a measure space with non-negative measure $\mu$. The above two situations lead to the following:

Proposition 7.2. Let $(X, \Sigma, \mu)$ be a measure space with a non-negative measure $\mu$ and the antilinear operator $C: L^{2}(X, \Sigma, \mu) \rightarrow L^{2}(X, \Sigma, \mu)$ given by $(C f)(x)=\overline{f(\alpha(x))}$, where $\alpha: X \rightarrow X$ is measurable. Then, $C$ is conjugation if and only if
(1) $\alpha^{2}=I_{X}$,
(2) $\mu=\mu \circ \alpha$.

Proof. For $f \in L^{2}(X, \Sigma, \mu)$ and $x \in X$, we have

$$
\left(C^{2} f\right)(x)=C(C f)(x)=\overline{C f(\alpha(x))}=f\left(\alpha^{2}(x)\right) .
$$

Hence, $C^{2}=I$ is equivalent to $\alpha^{2}=I_{X}$. For the second condition, for any $f, g \in L^{2}(X, \Sigma, \mu)$, let us calculate

$$
\langle C f, C g\rangle=\int(C f)(x) \overline{(C g)(x)} d \mu(x)=\int \overline{f(\alpha(x))} \cdot g(\alpha(x)) d \mu(x)
$$

and

$$
\langle g, f\rangle=\int g(x) \overline{f(x)} d \mu(x) .
$$

Hence, the equality of two above for all $f, g$ gives $\mu=\mu \circ \alpha^{-1}=\mu \circ \alpha$.
Theorem 7.3. Let $L^{2}(X, \Sigma, \mu)$ with conjugation $C$ given by $(C f)(x)=\overline{f(\alpha(x))}$, i.e., $\alpha: X \rightarrow X$ be measurable function with $\alpha^{2}=I_{X}$ and $\mu=\mu \circ \alpha$. Assume that $C_{T}$ is a bounded composition operator given by a measurable function $T: X \rightarrow X$. Then, the operator $C_{T}$ is $C$-normal if and only if
(1) $T^{-1}(\Sigma)$ is essentially all $\Sigma$, i.e., for a given $\omega \in \Sigma$, there is $\tilde{\omega} \in \Sigma$ such that $m\left(\left(T^{-1}(\tilde{\omega}) \backslash \omega\right) \cup(\omega \backslash\right.$ $\left.\left.T^{-1}(\tilde{\omega})\right)\right)=0$, and
(2) $h \circ T=h \circ \alpha \mu$ a.e., where $h=\frac{d \mu \circ T^{-1}}{d \mu}$.

Proof. For $f, g \in L^{2}(X, \mu)$, we have

$$
\begin{aligned}
\left\langle C C_{T}^{*} C_{T} C f, g\right\rangle & =\left\langle C_{T} C g, C_{T} C f\right\rangle=\int(C g \circ T) \overline{(C f \circ T)} d \mu \\
& =\int(\bar{g} \circ \alpha \circ T)(f \circ \alpha \circ T) d \mu \\
& =\int(\bar{g} \circ \alpha)(f \circ \alpha) h d \mu=\int f \bar{g}\left(h \circ \alpha^{-1}\right) d \mu \circ \alpha^{-1} .
\end{aligned}
$$

Then, since $\alpha=\alpha^{-1}$,

$$
C C_{T}^{*} C_{T} C f=\left(h \circ \alpha^{-1}\right) \cdot f
$$

If $f$ belongs to range of $C_{T}$, then $f=C_{T} f_{0}$ and

$$
\begin{aligned}
C_{T} C_{T}^{*} f & =C_{T} C_{T}^{*} C_{T} f_{0}=C_{T} C C C_{T}^{*} C_{T} C C f_{0} \\
& =C_{T} C\left(C C_{T}^{*} C_{T} C\right)\left(C f_{0}\right)=C_{T} C\left((h \circ \alpha) \cdot\left(C f_{0}\right)\right) \\
& =C_{T}\left(\left((\bar{h} \circ \alpha \circ \alpha) \cdot C\left(C f_{0}\right)\right)=C_{T}\left(h \cdot f_{0}\right)\right. \\
& =(h \circ T) \cdot\left(C_{T} f_{0}\right)=(h \circ T) \cdot f .
\end{aligned}
$$

If $C_{T}$ is $C$-normal, then

$$
(h \circ \alpha) f=(h \circ T) f
$$

for all $f$ in range of $C_{T}$. The rest of the proof is analogous as the proof of [18, Lemma 2].
Example 7.4. Let us consider $L^{2}(\mathbb{R}, m)$ with the conjugation $(C f) x=\overline{f(-x)}, \alpha(x)=-x$. Let $T(x)=$ $-x$ for $x \geqslant 0$ and $T(x)=-2 x$ for $x<0$. Then the Radon-Nikodym derivative $h=\frac{d m o T^{-1}}{d m}$ is given by $h(x)=\frac{1}{2}$ for $x \geqslant 0$ and $h(x)=1$ for $x<0$. It is clear that $h \circ \alpha=h \circ T$, and thus, $C_{T}$ is $C$-normal. Furthermore, $h \neq h \circ T$, and thus, $C_{T}$ is not normal (see [18, Lemma 2]) and direct calculation shows that it is also always neither $C$-symmetric nor $C$-skew-symmetric.

## REFERENCES

[1] C. Bender, A. Fring, U. Gänther, and H. Jones. Quantum physics with non-hermitian operators. J. Phys. A: Math. Theor., 45(44):440301, 2012.
[2] A. Brown and P.B. Halmos. Algebraic properties of Toeplitz operators. J. Reine Angew. Math., 213:89-102, 1964.
[3] C. Câmara, J. Jurasik, K. Kliś-Garlicka, and M. Ptak. Characterizations of asymmetric truncated Toeplitz operators. Banach J. Math. Anal., 11:899-922, 2017.
[4] C. Câmara, K. Kliś-Garlicka, and M. Ptak. Characterizations asymmetric truncated Toeplitz operators and conjugation. Filomat, 33:3697-3710, 2019.
[5] H. Fassbender and Kh.D. Ikramov. Some observations on the Youla form and conjugate-normal metrices. Linear Algebra Appl., 422:29-38, 2007.
[6] H. Fassbender and Kh.D. Ikramov. Conjugate-normal metrices: A survey. Linear Algebra Appl., 429:1425-1441, 2008.
[7] S.R. Garcia, J. Mashreghi, and W.T. Ross. Introduction to Model Spaces and their Operators. Cambridge University Press, Cambridge, 2016.
[8] S.R. Garcia, E. Prodan, and M. Putinar. Mathematical and physical aspects of complex symmetric operators. J. Phys. A: Math. Theor., 47(35):353001, 2014.
[9] S.R. Garcia and M. Putinar. Complex symmetric operators and applications. Trans. Amer. Math. Soc., 358:1285-1315, 2006.
[10] S.R. Garcia and W. Wogen. Complex symmetric partial isometries. J. Funct. Anal., 257:1251-1260, 2009.
[11] E. Ko and J.E. Lee. On complex symmetric Toeplitz operators. J. Math. Anal. Appl., 434:20-34, 2016.
[12] Ch.G. Li and S. Zhu. Skew symmetric normal operators, Proc. Amer. Math. Soc., 141:2755-2762, 2013.
[13] K. Kliś-Garlicka and M. Ptak. C-symmetric operators and reflexivity. Oper. Matrices, 9:225-232, 2015.
[14] N. Moiseyew. Non-Hermitian Quantum Mechanics. Cambridge University Press, Cambridge, 2011.
[15] B.Sz.-Nagy, C.F. Foias, H. Bercovici, and L. Kérchy. Harmonic Analysis of Operators on a Hilbert Space, second edition. Springer, London, 2010.
[16] D. Sarason. Algebraic properties of truncated Toeplitz operators. Oper. Matrices, 1:491-526, 2007.
[17] A. Uhlmann. Anti-(conjugate) linearity. Sci. China Phys. Mech. Astron., 59:630301, 2016.
[18] R. Whitley. Normal and quasinormal composition operators. Proc. Amer. Math. Soc., 70:114-118, 1978.


[^0]:    *Received by the editors on December 4, 2019. Accepted for publication on January 1, 2020. Handling Editor: Ilya Spitkovsky. Corresponding Author: Marek Ptak.
    $\dagger$ Department of Applied Mathematics, University of Agriculture, ul. Balicka 253c, 30-198 Kraków, Poland (rmptak@cyfkr.edu.pl). The research of the first author was financed by the Ministry of Science and Higher Education of the Republic of Poland.
    ${ }^{\ddagger}$ Institute of Mathematics, Pedagogical University, ul. Podchorążych 2, 30-084 Kraków, Poland (kasia.simik@interia.pl, ania123wch@gmail.com).

