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QUADRATIC CONVERGENCE BOUNDS OF SCALED ITERATES
BY THE SERIAL JACOBI METHODS FOR INDEFINITE

HERMITIAN MATRICES∗
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Abstract. Using the technique from [12], sharp quadratic convergence bounds for scaled Jacobi

iterates are derived. The iterates are generated by any serial Jacobi method when applied to a general

complex nonsingular Hermitian matrix. The scaled iterates are defined relatively to the diagonal.

The estimates depend on the relative separation between the eigenvalues. The assumptions are

general, since no monotonic ordering of the diagonal elements within any diagonal block which

converges to a multiple eigenvalue is presumed.
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1. Introduction. In [11, 12], we have derived quadratic convergence bounds of
scaled iterates H(k)

S = D
−1/2
k H(k)D

−1/2
k , k ≥ 0, where Dk = diag(H(k)), and H(k) are

obtained by the serial Jacobi method applied to the positive definite Hermitian matrix
H = H(0). Here diag(H(k)) denotes the diagonal part of H(k). Similar results are
obtained for the Kogbetliantz method [7, 14] and for the J-symmetric Jacobi method
of Veselić [15]. In this paper, we prove that the results of this kind also hold for the
serial Jacobi method when applied to indefinite nonsingular Hermitian matrices. This
last result completes our survey of scaled iterates.

The motivation for all these endeavors came from several origins. First, we wanted
to generalize the classical quadratic convergence results for the symmetric Jacobi
method [4, 9, 10, 17] in order to comply with the new theory of relative perturbations
for the eigenvalues and singular values. The norms of scaled matrices and the relative
gaps in the spectrum appear naturally in the relative accuracy results (see [1] and
many other references from [8]). We note that the pioneering work of Demmel and
Veselić [1] has promoted Jacobi method as an accurate eigensolver for the full eigen-
decomposition of positive definite matrices and recent results of Drmač and Veselić
[2, 3] have shown that (one-sided versions of) Jacobi methods can be made very
efficient.
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Second, since Jacobi methods are generally accurate, the termination criterions
should carefully be chosen. The one, most often recommended, has been introduced
in [1] (although it had already been used in disguised form by Rutishauser [19]):
|hij | ≤ tol ·

√
hiihjj , i �= j. This criterion has been additionally theoretically justified

in [6], where the structure of scaled almost diagonal Hermitian matrices is revealed.
Some results from [6] (here described in Theorem 1) show that the diagonal elements of
a Hermitian matrix H are relatively close to the corresponding eigenvalues provided
that the off-diagonal part of HS = | diag(H)|−1/2H | diag(H)|−1/2 has sufficiently
small norm, smaller than the minimum relative gap. Similar results hold for the
singular value problem [13]. So, convergence of scaled iterates should be monitored.

Third, note that Jacobi method is not relatively accurate for a general initial
indefinite Hermitian matrix H . However, numerical tests and the recent theoretical
investigation [16] indicate that Jacobi method is relatively accurate for the scaled
diagonally dominant (s.d.d.) indefinite Hermitian matrices. This, together with the
results presented here, indicates that standard Jacobi method can be safely used as
an accurate eigensolver for general s.d.d. Hermitian matrices.

This paper is closely related to [12] although it presents its counterpart which
deals with complex s.d.d. indefinite Hermitian matrices. There are many similarities
with the content of [12]. We use the same notation (without introducing it) and the
same technique of the proof which is based on induction over the set {1, 2, . . . , p},
where p is number of distinct eigenvalues of H . Since this technique is well described
and discussed (with figures and all details) in [12], we avoid to explain it. The readers
are forewarned of it at several places in the paper. To keep the exposition short, we
assume the reader is acquainted with [12]. This paper is sort of continuation of [12].

However, the proofs of several auxiliary results had to be modified because of the
differences between the positive definite and the indefinite case. In particular:

• For indefinite s.d.d. Hermitian matrices, the diagonal elements are not all
positive. This fact is reflected in the proofs of Lemmas 2 and 5.

• For indefinite s.d.d. Hermitian matrices, the bounds from [6], appearing in the
estimates for the structure of indefinite s.d.d. Hermitian matrices are larger
than those for the definite case. They are given in Theorem 1 and are used
in Lemmas 5, 11 and 14.

• In contrast to [12], we abandon the assumption that the eigenvalues associ-
ated with the diagonal elements are monotonically ordered. We shall only
require that the diagonal elements affiliated with multiple eigenvalues occupy
successive positions on the diagonal (see the asymptotic assumption (A2)),
as in the classical result of Hari [4]. It resulted in modifying the proof of
Lemma 7.
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Because of these differences, the asymptotic assumption (A1) had to be made more
stringent than the one in [12] (the constant 1/6 appearing in [12, p. 25] is replaced by
1/10). Consequently, the constants in the auxiliary lemmas, as well as in Theorem 6,
are different from those in [12].

The paper is organized as follows (cf. [12]). In Section 2, we derive some prepara-
tory results. In Section 3, we prove the main result (Theorem 6) and in Section 4, we
present some numerical examples.

2. Preparatory results.

2.1. Scaled diagonally dominant matrices. Let H ∈ Cn×n be a Hermitian
matrix with the eigenvalues

λ1 = λ2 = · · · = λs1 , λs1+1 = · · · = λs2 , . . . , λsp−1+1 = · · · = λsp ,(2.1)

where sp = n. Then p is the number of distinct eigenvalues of H and for each i,
1 ≤ i ≤ p, ni = si −si−1 (s0 = 0) is the multiplicity of λsi . We define the appropriate
sets of indices

Nr = {t ∈ N : sr−1 + 1 ≤ t ≤ sr}, 1 ≤ r ≤ p ,(2.2)

and if H = (hij) is nearly diagonal, we assume

for t ∈ Nr , htt is affiliated with λsr , 1 ≤ r ≤ p .(2.3)

The assumption (2.3) ensures that the diagonal elements of H which correspond to
the same multiple eigenvalue occupy successive positions on the diagonal. It means
that for each 1 ≤ r ≤ p, the diagonal elements htt, t ∈ Nr, belong to the Gerschgorin
disc around λsr .

For each i ∈ {1, . . . , p}, we define the relative gap of λsi in the spectrum of H by,

γi = min
1≤j≤p

j �=i

{ |λsi − λsj |
|λsi |+ |λsj |

, 1 ≤ i ≤ p

}
.(2.4)

The minimum relative gap is then

γ = min
1≤i≤p

γi .(2.5)

For H with nonzero diagonal, the (symmetrically) scaled H is defined by

HS = |diag(H)|−1/2H |diag(H)|−1/2.(2.6)

The spectral matrix norm is denoted by ‖ · ‖2. Since we frequently use the Frobenius
matrix norm, it is denoted simply by ‖·‖. By Ω(X) we denote the off-diagonal part of
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X , Ω(X) = X − diag(X). Using the notation from [12, pp. 19–20], we now state the
result [6, Corollary 3.1], which reveals the structure of an α-s.d.d. Hermitian matrix1.

Theorem 1. Let H ∈ Cn×n be a Hermitian matrix satisfying the condition (2.1),

‖Ω(HS)‖2 <
γ

γ + 3
,

and (2.3). Here γ and HS are defined by the relations (2.5) and (2.6), respectively.
Then the following assertions hold

(i)
∑

j∈Nr

∣∣∣∣1− λsr

hjj

∣∣∣∣2 + ‖Ω(πr(HS))‖2 ≤ 16
γ2

r

‖τr(HS)‖4, 1 ≤ r ≤ p ,

(ii)
n∑

j=1

∣∣∣∣1− λj

hjj

∣∣∣∣2 + ‖Ω(π(HS))‖2 ≤ 8
γ2

‖τ(HS)‖4.

2.2. Hermitian Jacobi method. A brief description of Jacobi method for
computing the spectral decomposition of Hermitian matrices is given in [12, pp. 20–
22]. We consider here the column-cyclic pivot strategy. The final result then holds
for any equivalent pivot strategy (in [18], they are called wave front strategies). The
total number of rotations in each cycle is

N =
n(n− 1)
2

.(2.7)

The scaled iterates are defined by

H
(k)
S = |diag(H(k))|−1/2H(k)|diag(H(k))|−1/2, k ≥ 0,(2.8)

where H(0) = H, H(1), . . . are generated by the method.

We shall use A(k), the off-diagonal part of H(k)
S , and its norm αk,

A(k) = Ω(H(k)
S ) = H

(k)
S − diag(H(k)

S ), αk = ‖Ω(H(k)
S )‖, k ≥ 0.(2.9)

Thus, the diagonal elements of A(k) = (a(k)
lm ), k ≥ 0 are zeros and the off-diagonal

ones are given by

a
(k)
lm =

h
(k)
lm√

|h(k)
ll h

(k)
mm|

, l �= m, k ≥ 0.(2.10)

1The original assumption h11 ≥ h22 ≥ · · · ≥ hnn is replaced here with the weaker one (2.3).

This is the weakest form of the assumption under which the result holds.
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2.3. Auxiliary lemmas. We proceed in the same way as in [12, pp. 22–23].

Lemma 2. Let H = (hlm) be a Hermitian matrix of order n. Suppose H̃ is
obtained from H by applying a single Jacobi step which annihilates the element hij.
Let A = (alm) and Ã = (ãlm) be defined by

A = Ω(HS), HS = ∆−1/2H∆−1/2, ∆ = |diag(H)|,
Ã = Ω(H̃S), H̃S = ∆̃−1/2H̃∆̃−1/2, ∆̃ = |diag(H̃)|.

If |aij | < 1, then

(i) |ãil|2 + |ãjl|2 ≤ |ail|2 + |ajl|2
1− |aij | , l �= i, j,

(ii) ‖Ã‖2 − ‖A‖2 ≤ |aij | ‖A‖
2 − 2|aij |
1− |aij | .

If in addition ‖Ã‖ > ‖A‖, then

(iii) |aij | ≤ 1
2
‖A‖2.

Proof. (i) In the considered Jacobi step only the ith and the jth row and column
change. If hiihjj > 0, using the relations [12, rel. (15) and (16)], we obtain

(|ãil|2 + |ãjl|2)− (|ail|2 + |ajl|2) = κil

[(
|h̃il|2
h̃iihll

+
|h̃jl|2
h̃jjhll

)
−
( |hil|2
hiihll

+
|hjl|2
hjjhll

)]
,

where

κil = sgn(hiihll),

and the proof follows the lines of the proof of [12, Lemma 2(i), pp. 38–39].

If hiihjj < 0, using the relations [12, rel. (15) and (16)], we obtain

(|ãil|2 + |ãjl|2)− (|ail|2 + |ajl|2)

= κil

[(
|h̃il|2
h̃iihll

− |h̃jl|2
h̃jjhll

)
−
( |hil|2
hiihll

− |hjl|2
hjjhll

)]

= κil

[(
c2

h̃ii

− s2

h̃jj

− 1
hii

)
|hil|2
hll

+

(
− c2

h̃jj

+
s2

h̃ii

+
1
hjj

)
|hjl|2
hll

(2.11)

−2sc
(
1

h̃jj

+
1

h̃ii

)
(eıωhilhjl)

hll

]
,
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where s and c denote sine and cosine of the rotation angle and eıω = hij/|hij |. Let
t = s/c. Since h̃iih̃jj = hiihjj − |hij |2 (see the proof of [12, Lemma 2(i)]), using the
relations [12, rel. (13) and (14)], one easily obtains

c2

h̃ii

− s2

h̃jj

− 1
hii
=
c2(hjj + |hij |t)− s2(hii − |hij |t)

h̃iih̃jj

− 1
hii

=
c2hjj − s2hii + |hij |t

hiihjj − |hij |2 − 1
hii

=
hjj − s2(hjj + hii) + |hij |t

hiihjj − |hij |2 − 1
hii

=
|hij |2 + ω1hii

hii(hiihjj − |hij |2) ,(2.12)

where ω1 = |hij |t − s2(hjj + hii). Using again the relations [12, rel. (13) and (14)],
we estimate ω1:

ω1 = −s2(hii + hjj) + |hij |t
= −2s2hii − s2(hjj − hii) + |hij |t = −2s2hii − s2 2|hij | cot 2ϕ+ |hij |t
= −2s2hii + |hij |t(1− 2c2t cot 2ϕ) = −2s2hii + 2s2|hij |t

= −1
2
tan2 2ϕ

cos2 2ϕ
c2

hii + tan 2ϕ cos 2ϕ t2|hij |

= − 2|hij |2
(hjj − hii)2

cos2 2ϕ
c2

hii +
2|hij|

hjj − hii
cos 2ϕ t2|hij |

=
2|hij |2
hjj − hii

cos 2ϕ
(
− hii

hjj − hii

cos 2ϕ
c2

+ t2
)

=
2|hij |2
hjj − hii

cos 2ϕ
[
− hii

hjj − hii
(1 − t2) + t2

]

=
2|hij |2
hjj − hii

cos 2ϕ
[
− hii

hjj − hii
+ t2

(
1 +

hii

hjj − hii

)]

=
2|hij |2
hjj − hii

cos 2ϕ︸ ︷︷ ︸
+

t2hjj − hii

hjj − hii︸ ︷︷ ︸
+

.

So, in both cases, hii > 0 > hjj and hjj > 0 > hii), ω1/hjj is positive and

ω1

hjj
≤ 2|hij |2

|hiihjj |
|hii|

|hjj − hii|︸ ︷︷ ︸
<1

cos 2ϕ︸ ︷︷ ︸
<1

t2hjj − hii

hjj − hii︸ ︷︷ ︸
<1

< 2|aij |2.

Combining the above relation with (2.12) we have∣∣∣∣∣ c2h̃ii

− s2

h̃jj

− 1
hii

∣∣∣∣∣ =
∣∣∣∣∣ 1hii

−|aij |2 + ω1
hjj

1 + |aij |2
∣∣∣∣∣
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<
1

|hii|
−|aij |2 + 2|aij |2
1 + |aij |2 =

1
|hii|

|aij |2
1 + |aij |2 .(2.13)

In a similar way, one obtains

− c2

h̃jj

+
s2

h̃ii

+
1
hjj

=
−|hij |2 + ω2hjj

hjj(hiihjj − |hij |2) ,

where ω2 = |hij |t+ s2(hjj + hii), and also

ω2 =
2|hij|2
hjj − hii

cos 2ϕ︸ ︷︷ ︸
+

hjj − t2hii

hjj − hii︸ ︷︷ ︸
+

.

¿From the above expression, one can see that ω2/hii is negative and∣∣∣∣ω2

hii

∣∣∣∣ ≤ 2|hij |2
|hiihjj |

|hjj |
|hjj − hii|︸ ︷︷ ︸

<1

cos 2ϕ︸ ︷︷ ︸
<1

hjj − t2hii

hjj − hii︸ ︷︷ ︸
<1

< 2|aij |2.

Combining the obtained relations, we have∣∣∣∣∣− c2

h̃jj

+
s2

h̃ii

+
1
hjj

∣∣∣∣∣ =
∣∣∣∣∣ 1hjj

|aij |2 + ω2
hii

1 + |aij |2
∣∣∣∣∣ < 1

|hjj |
|aij |2

1 + |aij |2 .(2.14)

Using again the relations [12, rel. (13) and (14)], we have

2sc

(
1

h̃jj

+
1

h̃ii

)
= 2sc

h̃ii + h̃jj

h̃iih̃jj

= 2sc
hjj + hii

hiihjj − |hij |2

= tan 2ϕ cos 2ϕ
hjj + hii

hiihjj − |hij |2 =
2|hij |

hiihjj − |hij |2
hjj + hii

hjj − hii
cos 2ϕ

= − 1√|hiihjj |
2aij

1 + |aij |2
hjj + hii

hjj − hii
cos 2ϕ .

Since
∣∣∣hjj+hii

hjj−hii
cos 2ϕ

∣∣∣ < 1, we have∣∣∣∣∣2sc
(
1

h̃jj

+
1

h̃ii

)∣∣∣∣∣ < 1√|hiihjj |
2|aij |
1 + |aij |2 .(2.15)

Finally, using the relations (2.11), (2.13), (2.14) and (2.15), we obtain

(|ãil|2 + |ãjl|2) − (|ail|2 + |ajl|2)

<
|aij |2

1 + |aij |2 |ail|2 + |aij |2
1 + |aij |2 |ajl|2 + 2|aij |

1 + |aij |2 |ail| |ajl|
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≤ |aij |2
1 + |aij |2 (|ail|2 + |ajl|2) + |aij |

1 + |aij |2 (|ail|2 + |ajl|2)

=
|aij |2 + |aij |
1 + |aij |2 (|ail|2 + |ajl|2).(2.16)

Since

|aij |+ |aij |2
1 + |aij |2 <

|aij |(1 + |aij |)
1− |aij |2 =

|aij |
1− |aij | ,

the obtained bound (|aij |+ |aij |2)/(1 + |aij |2), is better in the case hiihjj < 0, than
the bound |aij |/(1− |aij |) which is obtained in the case hiihjj > 0. Using the weaker
bound in the relation (2.16), the assertion (i) immediately follows.

The proofs of (ii) and (iii) are exactly the same as those of [12, Lemma 2(ii), p. 40]
and [12, Lemma 2(iii), p. 40], respectively.

Lemma 3. Let H be Hermitian matrix of order n ≥ 3 and let N be as in the
relation (2.7). Let H(0) = H, H(1), . . . , H(N) be obtained by applying N Jacobi
steps to H under any ordering. Let αk be defined by the relation (2.9). If

α0 ≤ 1
10n

,

then

α2
k ≤ ckα

2
0, 0 ≤ k ≤ N,

where

ck =
(
1 +

0.00126
n2

)k

< 1.0007, 0 ≤ k ≤ N.

Proof. The proof goes in the same way as the proof of [12, Lemma 3] or [11,
Lemma 3, pp. 178–179] with suitable modifications of constants.

Lemma 4. Let H be as in Lemma 3. Let H(0) = H, H(1), . . . , H(N) be obtained
by applying N Jacobi steps to H under the column-cyclic strategy. Let

η(k)
sr =

[
a
(k)
1r , . . . , a

(k)
sr

]T
, 1 ≤ s < r ≤ n, 0 ≤ k ≤ N

and

Qs = 1 + 2 + · · ·+ (s− 1).(2.17)
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If

α0 ≤ 1
10n

,

then

‖η(Qs)
sr ‖2 ≤ Ks‖η(0)

sr ‖2,

where

Ks = (1− α/
√
2)−(2s−3) < 1.1581

and

α =
√
1.0007 α0 .(2.18)

Proof. The proof follows the lines in the proof of [12, Lemma 4, p. 40] and [11,
Lemma 9, pp. 190–193], where we use Lemma 3 to estimate Ks.

Lemma 5. Let H(0) = H, H(1), . . . , H(N) be as in Lemma 4. In addition, let
H(0) satisfy (2.3) and

α0 ≤ 1
10
min

{
1
n
, γ

}
, n ≥ 3,(2.19)

where α0 and γ are defined by the relations (2.9) and (2.5), respectively. Then the
following relations hold for 0 ≤ k ≤ N ,

(i) (1 − 0.0201γ)λsr < h
(k)
tt < (1 + 0.0202γ)λsr , t ∈ Nr, 1 ≤ r ≤ p ,

(ii) rg(h(k)
tt , h

(k)
qq ) ≥ 0.9605γ, t ∈ Nl, q ∈ Nr, l �= r,

(iii) | tanϕ(k)| ≤ |a(k)
ij |

2 0.9605γ
≤ 0.5206 |a

(k)
ij |
γ

, i ∈ Nl, j ∈ Nr, l �= r,

where (i, j) = (i(k), j(k)) is the pivot pair.

If h(k)
tt h

(k)
qq < 0 in (ii) or h(k)

ii h
(k)
jj < 0 in (iii), then the constant 0.9605γ can be

replaced by 1.

Proof. (i) The proof follows the lines in the proof of [12, Lemma 5(i), pp. 41–
43]. The difference appears in using Theorem 1(i) for Hermitian αk-s.d.d. matrix
H̃(k), instead of using the corresponding result for positive definite matrices. Thus,
we obtain for 1 ≤ r ≤ p,

1− 2α
2
k

γr
< 1− 4‖τr(H̃

(k)
S )‖2

γr
≤ λsr

h̃
(k)
tt

≤ 1 + 4‖τr(H̃
(k)
S )‖2

γr
< 1 +

2α2
k

γr
, t ∈ Nr .
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Hence, in the same way as in [12, Lemma 5(i)], we obtain

λsr

(
1− 2 1.0007

102
γ

)
≤ h̃

(k)
tt ≤ λsr

(
1 +

2 1.0007
102

1− 2 1.0007
10 30

γ

)
.

According to this relation, we modify the constants in the rest of the proof, and obtain
(i).

(ii) From the definition of the function rg( , ), we have rg(h(k)
tt , h

(k)
qq ) = 1 provided

that h(k)
tt h

(k)
qq < 0. If h(k)

tt h
(k)
qq > 0, we use (i) and follow the lines in the proof of [12,

Lemma 5(ii)] or [11, Lemma 5(i), pp. 181–182]. We also use κ = (1− 0.0201γ)/(1 +
0.0202γ).

(iii) As above in the case of opposite sign, we have

| tanϕ(k)| ≤ |h(k)
ij |

|h(k)
jj − h

(k)
ii |

=
|h(k)

ij |√
|h(k)

ii h
(k)
jj |

√
|h(k)

ii h
(k)
jj |

|h(k)
jj − h

(k)
ii |

≤ 1
2
|a(k)

ij | .

In the case of same sign, we use the assertion (ii) and follow the lines in the proof of
[12, Lemma 5(iii), p. 43] or [11, Lemma 5(ii), p. 182].

3. Quadratic convergence of scaled iterates.

3.1. Asymptotic assumptions. According to the conditions used in Lemmas 4
and 5, and the assumptions used in [12, p. 25], we formulate the following asymptotic
assumptions:

(A1) H is a complex or real Hermitian matrix of order n ≥ 3, satisfying

α0 ≤ 1
10
min

{
1
n
, γ

}
,

where α0 and γ are defined by the relations (2.9) and (2.5), respectively.
(A2) The diagonal elements of H satisfy the relation (2.3) i.e.

for all t ∈ Nr, htt is affiliated with λsr , 1 ≤ r ≤ p ,

where the sets Nr, 1 ≤ r ≤ p, are defined by the relation (2.2).

3.2. The Main Theorem. Here we state and prove the main result.

Theorem 6. Let H satisfy the asymptotic assumptions (A1) and (A2). Let
the sequence H(0) = H, H(1), . . . , H(N) be generated by the column-cyclic Jacobi
method. Then

αN ≤ 2.8
α2

0

γ
,
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where α0, αN and γ are defined by the relations (2.9) and (2.5), respectively.

Proof. We provide here just an outline of the proof. One has to follow the proof
of [12, Theorem 6].

The proof of Theorem 6 uses induction over the set {1, 2, . . . , p}. We use the
notation from [12, Section 5] (relations [12, rel. (28)–(31), p. 26] and figures [12,
Fig. 1,2, p. 27]). The matrices and matrix blocks appearing in the proof are sketched
below.

❅
❅

❅
❅

❅
❅

❅
❅❅

❅
❅

❅
❅

❅
❅

❅
❅❅

❅
❅

❅
❅

❅
❅

❅
❅❅

Mt Nt Tt

t

t

t t

t

0

0

0

0

�= 0

The matrices Mt, Nt and Tt.

❅
❅

❅
❅

❅
❅

❅
❅

❅
❅

❅
❅

sr−1

sr

sr−1 sr

Fr

FT
r F

T

r

F r

❅
❅

❅
❅

❅
❅

❅
❅

❅
❅

❅
❅

sr−1

sr

sr−1 sr

Gr

GT
r

The blocks Fr, F r and Gr.

In the proof of Theorem 1, we shall use the inequality

‖T (Qsr )
sr ‖ ≤ Cr

‖Nsr‖2

γ
, 1 ≤ r ≤ p ,(3.1)

where Qsr is given by (2.17) and

Cr = 1.8 ξsr

r∏
i=1

(
1 + 30

‖Gi‖2

γ2

)1/2

, 1 ≤ r ≤ p .(3.2)
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Here

ξ =
(
1− 0.521 α

2
0

γ

)−1

.(3.3)

Using the assumption (A1), we have α0/γ ≤ 1/10 and α0 ≤ 1/(10n) ≤ 1/30, so
that

ξ ≤
(
1− 0.521 α0

γ
α0

)−1

≤ 1.0018 .(3.4)

Using the inequality

∏
l

(1 + xl) ≤
(
1−

∑
l

xl

)−1

, xl ≥ 0,
∑

l

xl < 1,(3.5)

with x = 0.521α2
0/γ

1−0.521α2
0/γ

and the assumption (A1), we obtain

ξn = (1 + x)n ≤ (1 − nx)−1 ≤
(
1− 0.521nα0α0/γ

1− 0.521α0α0/γ

)−1

< 1.0053 .(3.6)

Similarly, using the relations (3.5) and (3.6), and the assumption (A1), we obtain
from the relation (3.2)

C2
r ≤ ξ2sr

1.82

1− 30∑r
i=1

‖Gi‖2

γ2

≤ ξ2n 1.82

1− 30 α2
0

2γ2

≤ 1.00532
1.82

1− 15 (1/10)2 < 3.853 .

Therefore, Cr is uniformly bounded from above and from below,

1.8 ≤ Cr <
√
3.853 , 1 ≤ r ≤ p .(3.7)

The proof of the inequality (3.1) uses induction with respect to r. As in [12, p. 28], we
divide it into three parts: the induction base is checked in PART I and the induction
step is proved in PART II and PART III.

PART I

We assume that

‖T (I)
sr−1

‖ ≤ Cr−1
‖Nsr−1‖2

γ
(3.8)

holds for some 2 ≤ r ≤ p, where I := Qsr−1 = 1+2+ · · ·+(sr−1− 1). The induction
base (for r = 2) is now trivial because T (I)

s1 = O.
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PART II

Let II := Qsr−1 + sr−1(sr − sr−1) = I + sr−1nr. We prove in this part

‖T (II)
sr−1

‖ ≤ ξsr−sr−1 Cr−1
‖Nsr‖2

γ
,(3.9)

‖F (II)
r ‖ ≤ 8.983‖Nsr‖2

γ2
‖Gr‖ .(3.10)

PART III

Let III := Qsr = 1 + 2 + · · ·+ (sr − 1) = II + nr(nr − 1)/2. We prove

‖F (III)
r ‖ ≤ 1.015 ‖F (II)

r ‖,(3.11)

T (III)
sr−1

= T (II)
sr−1

.(3.12)

This is illustrated in [12, Fig. 3, p. 29].

To complete the induction step, we use the relations (3.12), (3.11), (3.9), (3.10),
(3.2) and (3.7). We have

‖T (III)
sr

‖2 = ‖T (III)
sr−1

‖2 + ‖F (III)
r ‖2 ≤ ‖T (II)

sr−1
‖2 + 1.0152‖F (II)

r ‖2

≤ ξ2(sr−sr−1)C2
r−1

‖Nsr‖4

γ2
+ 1.0152 8.9832

‖Nsr‖4

γ4
‖Gr‖2

≤ ξ2(sr−sr−1)C2
r−1

[
1 +

(
1.015 8.983

1.8

)2 ‖Gr‖2

γ2

]
‖Nsr‖4

γ2
≤ C2

r

‖Nsr‖4

γ2
,

and the relation (3.1) is now proved. Now, we can complete the proof of the main
theorem,

α2
N = 2‖T (N)

sp
‖2 +

p∑
i=1

‖A(N)
ii ‖2

≤ 2‖T (N)
sp

‖2 +
8
γ2

(
2‖T (N)

sp
‖2
)2

≤ 2‖T (N)
sp

‖2

(
1 +

16
γ2

‖T (N)
sp

‖2

)
≤ 2C2

p

‖Nsp‖4

γ2

(
1 + 16C2

p

‖Nsp‖4

γ4

)
≤ 2C2

p

α4
0

γ2

(
1 + 16C2

p

α4
0

γ4

)
≤ 2 3.853 (1 + 16 3.853 (1/10)4) α

4
0

γ2
≤ 2.82

α4
0

γ2
.(3.13)

Here, we have used Theorem 1(ii) to bound
∑p

i=1 ‖A(N)
ii ‖2.
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3.3. Details of the Proof. Here we present the proof of the relation (3.1). The
proof is quite similar to the proof in [12, Section 5.3, pp. 30–35], so we avoid here full
explanation of all details.

PART II

In the following lemma, we use

wm = Qsr−1 + (m− 1− sr−1)sr−1, sr−1 + 1 ≤ m ≤ sr .(3.14)

Lemma 7. Let H satisfy the assumptions of Theorem 6. Let wm be defined by
the relation (3.14). Then

(i) a
(wm+k)
km = 0, 1 ≤ k ≤ sr−1 ,

(ii) |a(wm+k)
lm | ≤ 1.0027

(
|a(wm)

lm |+ 1.0412
γ

k∑
t=1

|a(wm)
lt a

(wm+t−1)
tm |

)
,

1 ≤ k ≤ sr−1, k < l ≤ m− 1

(iii) |a(wm+k)
lm | ≤ 1.045

γ

k∑
t=l+1

|a(wm+t−1)
tm |

(
|a(wm)

lt |+ 1.0412
γ

|a(wm+l−1)
lm a

(wm+l−1)
tm |

)
,

1 ≤ l < k ≤ sr−1

(iv) |a(wm+sr−1)
lt | ≤ ξ |a(wm)

lt |+ 1.043
γ

(
|a(wm+l−1)

lm a
(wm+l−1)
tm |+ |a(wm+t−1)

lm a
(wm+t−1)
tm |

)
,

1 ≤ l �= t ≤ sr−1

(v) |a(wm+sr−1)
lt | ≤ ξ |a(wm)

lt |+ 1.043
γ

|a(wm+l−1)
lm a

(wm+l−1)
tm |, 1 ≤ l ≤ sr−1 < t < m,

where ξ in (iv) and (v) is given by the relation (3.3).

Proof. In the proof we shall omit the index wm.

(i) This obvious since a(k)
km is the annihilated pivot element.

(ii) We follow the proof of [12, Lemma 8(ii)] or [11, Lemma 7(ii), pp. 184–185], and
use Lemmas 5(ii) and 3, and the relations (2.18), (3.3) and (3.6) to obtain

|s(t−1)hlt|√
|hllh

(k)
mm|

≤ 1
0.9605γ

|a(t−1)
tm alt|

√√√√ |h(t−1)
mm |

|h(k)
mm|

, 1 ≤ t ≤ k ,(3.15)

|h(q)
mm| ≥ h(q−1)

mm − |h(q−1)
qm tanϕ(q−1)| ≥ |h(q−1)

mm |
(
1−

α2

2

0.9605γ

)
(3.16)

≥ |h(q−1)
mm |

(
1− 1.0007α2

0

2 0.9605γ

)
≥ |h(q−1)

mm |ξ−1, 1 ≤ q ≤ sr−1
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and

|h(t−1)
mm |

|h(k)
mm|

≤ ξk−t+1 ≤ ξn < 1.0053, 1 ≤ t ≤ k ≤ sr−1.(3.17)

This implies (ii).

Since h
(k)
tt = h

(t)
tt = htt − |h(t−1)

tm | tanϕ(t−1), 1 ≤ t ≤ k ≤ sr−1, we have the
relation analogous to (3.16), i.e.,

|htt|
|h(k)

tt |
≤
(
1−

α2

2

0.9605γ

)−1

≤ ξ(3.18)

< 1.0018, 1 ≤ t ≤ k ≤ sr−1 .(3.19)

(iii) Here, in the proof of [12, Lemma 8(iii)] or [11, Lemma 7(iii), pp. 185–186], we
cannot estimate the term |htt|/|hll| for all t > l. However, we can easily overcome this
problem by using a proper association of the factors as follows. Using the relations
(3.15), (3.17) and (3.19), we have

|s(t−1)hlt|√
|h(k)

ll h
(k)
mm|

≤ 1
0.9605γ

|a(t−1)
tm alt|

√√√√ |h(t−1)
mm |

|h(k)
mm|

√
|hll|
|h(k)

ll |

≤ 1
0.9605γ

|a(t−1)
tm alt|

√
1.0053 1.0018, 1 ≤ t ≤ k .

Now, using the relation [12, rel. (13)], Lemma 5(ii) and the relations (3.17) and (3.19),
we have

|s(t−1)s(l−1)h
(l−1)
tm |√

|h(k)
ll h

(k)
mm|

≤ |h(t−1)
tm |

|htt − h
(t−1)
mm |

|h(l−1)
lm |

|hll − h
(l−1)
mm |

|h(l−1)
tm |√

|htth
(l−1)
mm |

√√√√ |htth
(l−1)
mm |

|h(k)
ll h

(k)
mm|

=
|a(t−1)

tm |
rg(htt, h

(t−1)
mm )

√
|htth

(t−1)
mm |

|htt|+ |h(t−1)
mm |

|a(l−1)
lm |

rg(hll, h
(l−1)
mm )

√
|hllh

(l−1)
mm |

|hll|+ |h(l−1)
mm |

· |a(l−1)
tm |

√√√√ |htth
(l−1)
mm |

|h(k)
ll h

(k)
mm|

≤ |a(t−1)
tm a

(l−1)
lm a

(l−1)
tm |

(0.9605γ)2
|htt|

|htt|+ |h(t−1)
mm |

|h(l−1)
mm |

|hll|+ |h(l−1)
mm |

√√√√ |hllh
(t−1)
mm |

|h(k)
ll h

(k)
mm|

≤ |a(t−1)
tm a

(l−1)
lm a

(l−1)
tm |

(0.9605γ)2
√
1.0053 1.0018 .

The obtained relations yield the assertion (iii).
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(iv) In a similar way as in the proof of (iii) (see the proof of [12, Lemma 8(iv)] or
[11, Lemma 7(iv), pp. 186–187]), we obtain

|hlt|√
h

(sr−1)
ll h

(sr−1)
tt

≤ |alt|
√

|hllhtt|
|h(sr−1)

ll h
(sr−1)
tt |

≤ ξ |alt| ,

|s(l−1)h
(l−1)
tm |√

h
(sr−1)
ll h

(sr−1)
tt

≤ |a(l−1)
lm a

(l−1)
tm |

0.9605γ

√√√√ |h(l−1)
tt hll|

|h(sr−1)
tt h

(sr−1)
ll |︸ ︷︷ ︸

≤1.0018

and

|s(t−1)h
(t−1)
lm |√

h
(sr−1)
ll h

(sr−1)
tt

≤ |a(t−1)
tm a

(t−1)
lm |

0.9605γ

√√√√ |h(t−1)
ll htt|

|h(sr−1)
ll h

(sr−1)
tt |︸ ︷︷ ︸

≤1.0018

,

which together imply (iv).

(v) We use the assertion (iv) and the proof of [12, Lemma 8(v), p. 43].

Using Lemma 7, we can estimate the elements of the mth column, prior and after
annihilations. Let

η(k)
m =

[
a
(k)
1m, . . . , a

(k)
sr−1,m

]
, sr−1 + 1 ≤ m ≤ sr, 0 ≤ k ≤ N,(3.20)

ρm = [a1m, a2m, . . . , am−1,m] , sr−1 + 1 ≤ m ≤ sr .(3.21)

Lemma 8. Let H satisfy the assumptions of Theorem 6. Let wm, η(wm)
m and

M
(wm)
sr−1 be defined by the relations (3.14), (3.20) and [12, rel. (28)], respectively. Then

(i)
sr−1∑
l=1

(a(wm+ql)
lm )2 ≤ µ2

m‖η(wm)
m ‖2 for any 0 ≤ ql < l, 1 ≤ l ≤ sr−1,

(ii)
sr−1∑
l=1

(a(wm+ql)
lm )2 ≤ 0.547µ2

m

γ2
‖η(wm)

m ‖2

(
‖M (wm)

sr−1
‖+ 1.473µ

2
m

γ
‖η(wm)

m ‖2

)2

for any l ≤ ql ≤ sr−1, 1 ≤ l ≤ sr−1,

where

µm =
1.0027

1− 0.7383
γ ‖M (wm)

sr−1 ‖
.(3.22)
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Proof. We follow the lines in the proof of [12, Lemma 9] or [11, Lemma 8, pp. 188–
190]. We use Lemma 7(ii) to prove (i) and Lemma 7(iii) to prove (ii).

The next lemma estimates the norms of the matrices Msr−1 and Tsr−1 after the
annihilations in the mth column of the block Fr are completed.

Lemma 9. Let H satisfy the assumptions of Theorem 6. Then for sr−1 + 1 ≤
m ≤ sr hold

(i) ‖M (wm+1)
sr−1

‖ ≤ ξ ‖M (wm)
sr−1

‖

+
1.476µ2

m‖η(wm)
m ‖2

γ

[
1 +

√
0.547
γ

(
‖M (wm)

sr−1
‖+ 1.473µ

2
m

γ
‖η(wm)

m ‖2

)]
,

(ii) ‖T (wm+1)
sr−1

‖ ≤ ξ ‖T (wm)
sr−1

‖

+
1.043µ2

m‖η(wm)
m ‖2

γ

[
1 +

√
0.547
γ

(
‖M (wm)

sr−1
‖+ 1.473µ

2
m

γ
‖η(wm)

m ‖2

)]
,

where wm, η(k)
m , µm and ξ are defined by the relations (3.14), (3.20), (3.22) and (3.3),

respectively.

Proof. Using Lemmas 7(iv) and 8, the proof follows the lines of the proof of [12,
Lemma 10, pp. 43–45].

Lemma 10. Let H satisfy the assumptions of Theorem 6. Let sr−1 + 1 ≤ q <

m ≤ sr and let wq, wm, η(k)
q , η(k)

m , µq and µm be defined by the relations (3.14),
(3.20) and (3.22). Then

(i) |a(wm+l)
qm | ≤ 1.0027

(
|a(wm)

qm |+ 1.0412µm

γ
‖η(wm)

q ‖ ‖η(wm)
m ‖

)
, 0 ≤ l ≤ sr−1,

(ii) |a(wm)
qm | = |a(wq+1)

qm | ≤ 1.0027
(
|a(wq)

qm |+ 1.0412µq

γ
‖η(wq)

q ‖ ‖η(wq)
m ‖

)
.

Proof. Using Lemmas 7(ii) and 8(i), the proof is implied by the proof of [12,
Lemma 11, pp. 45–46].

Lemma 11. Let H satisfy the assumptions of Theorem 6. If the hypothesis (3.8)
holds, then

‖M (I)
sr−1

‖ ≤ 5.668
‖Nsr−1‖2

γ
, I = 1+ 2 + · · ·+ (sr−1 − 1).

Proof. Following the lines in the proof of [12, Lemma 12, p. 46], we apply first
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Theorem 1(i) and the relation (3.8), to obtain

‖M (I)
sr−1

‖2 ≤ 2C2
r−1

‖Nsr−1‖4

γ2
+
16
γ2

(
2‖T (I)

sr−1
‖2 + ‖N (I)

sr−1
‖2 − ‖M (I)

sr−1
‖2
)2

.

After that, we apply Lemma 4, the relation (3.7) and the assumption (A1). We obtain

‖M (I)
sr−1

‖2 ≤ ‖Nsr−1‖4

γ2

[
2 3.853 + 16

(
2
1
100

3.853 + 1.1581
)2
]

≤ 5.6682
‖Nsr−1‖4

γ2

which completes the proof.

Lemma 12. Let H satisfy the assumptions of Theorem 6. Let wm and µm be
defined by the relations (3.14) and (3.22), respectively. If the hypothesis (3.8) holds,
then for sr−1 + 1 ≤ m ≤ sr, it holds that

(i) µm ≤ µ = 1.05,

(ii) ‖M (wm+1)
sr−1

‖ ≤ 5.668 ξm−sr−1
‖Nm‖2

γ
,

(iii) ‖T (wm+1)
sr−1

‖ ≤ ξm−sr−1Cr−1
‖Nm‖2

γ
.

Proof. We use the same technique as in the proof of [12, Lemma 13, pp. 46–48].
The induction base (m = sr−1+1) is proved by using the relation (3.22) and Lemmas
11, 9 and 4. The induction step (m − 1 → m) is proved by using the assertions (ii)
and (iii) as the induction hypothesis. Thus, using the relations (3.22) and (3.6), the
assertion (ii) (for m− 1), and the assumption (A1), we obtain

µm ≤ 1.0027
1− 0.7383 5.668 1.0053 (1/10)2 < 1.05 = µ

which is (i) (for m). Now, using Lemma 9(i), the assertions (i) (for m) and (ii) (for
m− 1), Lemma 4, the relation (3.6) and the assumption (A1), we have

‖M (wm+1)
sr−1

‖

≤ ξ ‖M (wm)
sr−1

‖+ 1.476µ
2‖η(wm)

m ‖2

γ

[
1 +

√
0.547
γ

(
‖M (wm)

sr−1
‖+ 1.473µ

2

γ
‖η(wm)

m ‖2

)]

≤ ξ 5.668ξm−1−sr−1
‖Nm−1‖2

γ
+
1.476 1.052 1.1581‖ρm‖2

γ

·
[
1 +

√
0.547
γ

(
5.668 ξm−1−sr−1

‖Nm−1‖2

γ
+
1.473 1.0521.1581

γ
‖ρm‖2

)]
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≤ 5.668 ξm−sr−1
‖Nm−1‖2

γ
+ 1.885

‖ρm‖2

γ

(
1 +

√
0.547
γ

5.668 ξm−1−sr−1
‖Nm‖2

γ

)

≤ 5.668 ξm−sr−1
‖Nm−1‖2

γ
+ 1.885

‖ρm‖2

γ

(
1 +

√
0.547 5.668 1.0053

α2
0

γ2

)
≤ 5.668 ξm−sr−1

‖Nm‖2

γ
,

that is (ii) (for m). Similarly, using Lemma 9(ii) and the assertion (iii) (for m− 1),
we obtain (iii) (for m). This makes the induction step, and thus, it completes the
proof.

For m = sr, the assertion (iii) is just the relation (3.9).

Lemma 13. Let H satisfy the assumptions of Theorem 6. Let sr−1 + 1 ≤ q ≤
sr and let wm, η(k)

m and ρm be defined by the relations (3.14), (3.20) and (3.21),
respectively. If the hypothesis (3.8) holds, then

‖η(wsr+1)
q ‖ ≤ 1.013 ‖η(wq+1)

q ‖+ 1.198
γ

sr∑
m=q+1

|a(wq+1)
qm | ‖ρm‖ ,

where for q = sr, the empty sum is assumed to be zero.

Proof. In the same way as in the proof of [12, Lemma 14, pp. 48–49], using
Lemmas 7(v), 10(i), 8(i), 12(i) and 4 together with the relation (3.6), we obtain the
following estimates

‖η(wm+1)
q ‖ ≤

(
ξ +

1.043 1.0412 1.0027 µ2 1.1581
γ2

‖ρm‖2

)
︸ ︷︷ ︸

zm

‖η(wm)
q ‖

+
1.043 µ 1.0027

√
1.1581

γ︸ ︷︷ ︸
z

|a(wq+1)
qm | ‖ρm‖ ,

‖η(wsr+1)
q ‖ ≤ ‖η(wq+1)

q ‖
sr∏

m=q+1

zm + z

sr∑
m=q+1

zsr · · · zm+1 |a(wq+1)
qm | ‖ρm‖ ,

and

sr∏
m=q+1

zm ≤ ξn
n∏

m=2

(
1 + 1.391

‖ρm‖2

γ2

)
≤ ξn

(
1− 1.391

γ2

n∑
m=2

‖ρm‖2

)−1

≤ 1.0053
(
1− 1.391 1

2
1
100

)−1

< 1.013 ,
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which imply the desired assertion.

Now we are able to prove the relation (3.10).

Lemma 14. Let H satisfy the assumptions of Theorem 6. If the hypothesis (3.8)
holds, then

‖F (II)
r ‖ ≤ 8.983

‖Nsr‖2

γ2
‖Gr‖ .

Proof. We follow the lines in the proof of [12, Lemma 15, pp. 49–51]. First, we
use Lemmas 8(ii), 12(i), 4 and 12(ii), and the relation (3.6), to obtain

‖η(wq+1)
q ‖2

≤ 0.547µ2

γ2
1.1581 ‖ρq‖2

(
5.668 ξq−1−sr−1

‖Nq−1‖2

γ
+
1.437µ2 1.1581

γ
‖ρq‖2

)2

≤ 0.547 1.052

γ2
1.1581 ‖ρq‖2

(
5.668 ξn‖Nq‖2

γ

)2

≤ 22.677
‖ρq‖2

γ2

‖Nsr‖4

γ2
.

After that, we use Lemmas 10(ii), 12(i) and 4, to obtain
sr∑

q=sr−1+1

sr∑
m=q+1

|a(wq+1)
qm |2 ≤ 1.00272

(‖Arr‖√
2
+
1.0412µ 1.1581

γ
‖Gr‖2

)2

.

To bound ‖Arr‖, we use Theorem 1(i),

‖Arr‖ ≤ 4
γ

(‖Fr‖2 + ‖F r‖2
) ≤ 4

γ
‖Nsr‖2.

We complete the proof by combining the obtained estimates with Lemma 13, in the
same way as in the proof of [12, Lemma 15, p. 51].

By proving the relations (3.9) and (3.10), PART II of the proof has been com-
pleted.

PART III

For sr−1 + 2 ≤ m ≤ sr, let

vm = Qsr−1 + (sr − sr−1)sr−1 + (m− sr−1 − 1)(m− sr−1 − 2)/2 .(3.23)

Lemma 15. Let H satisfy the assumptions of Theorem 6. Let vm be defined by
the relation (3.23). Then

‖F (vsr+1)
r ‖ ≤ 1.015 ‖F (vsr−1+2)

r ‖ .
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Proof. In the proof of [12, Lemma 16, pp. 52–53], we use Theorem 1(i) to obtain

‖A(k)
rr ‖ ≤ 4

γ

(
‖F (k)

r ‖2 + ‖F (k)

r ‖2
)
.

Thus, we have ã ≤ √
2 α2/γ. The proof is completed by using the relation (2.18) and

the assumption (A1).

The last lemma proves the relation (3.11) and completes PART III of the proof.

4. Numerical examples. We have made several experiments using MATLAB.
The main m-file that we have used is displayed below. In the first (second) part
of that file, we generate an s.d.d. symmetric matrix of order n with simple (multi-
ply) eigenvalues. We cannot display all the m-functions which are called in this m-file;
instead, we briefly describe what they do. The m-function symd(a,k) generates an al-
most diagonal symmetric matrix, from the vector a, by the formula A=Q*diag(a)*Q’,
where Q is an orthogonal matrix whose off-diagonal elements are of order 10−k (cf.
[5]). Then A is symmetrically scaled to be an s.d.d. matrix. After that, three method
are applied to A: two Jacobi methods (djacobivpa(A,180) and djacobi(A)), and the
QR method which hides within the intrinsic eig(A) function. The first two methods
are coded almost in the same way, using the row-cyclic pivot strategy.

The first method, within the m-file djacobivpa(A,k) is the control one. It uses
variable precision arithmetic (vpa) with k decimal digits. We have taken k=180, large
enough to watch the asymptotic convergence during several cycles. Its input is the
matrix A in double precision and its outputs are also in double precision: V (the eigen-
vector matrix), Lambda (the eigenvalue diagonal matrix) and OFF (the two-column
matrix: the first (second) column contains the off-norms of Jacobi iterates (scaled it-
erates) obtained after each full cycle). Within djacobivpa(A,180) all computations
are performed using vpa.

The second and third method are the standard double precision algorithms.

The eigenvalues computed by these three methods are displayed in non-increasing
ordering as vectors: c0 (here are “exact” eigenvalues rounded to double precision), c1
(here are the eigenvalues computed by djacobi(A)) and c3 (here are the eigenvalues
computed by eig(A)). The relative errors of the eigenvalues contained in c1 and c2

are computed and stored in the vectors c4 and c5, respectively. From the entries of
c1, the absolute and relative gaps are computed. From the columns of OFF, we can
watch the off-norm reduction of simple and scaled iterates, that is, we can watch the
asymptotic convergence.

In the second part of the main m-file, we use the m-function dmult3vpa(V1,B,
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V1’,128) and the orthogonal matrix V (already available from the first part) to com-
pute the new A by the formula A=V*B*V’, where B=diag(b), and b is the given vector
with multiple entries (which will be recomputed as eigenvalues of A). Although, the
input matrices and the output matrix to dmult3vpa are in standard double precision,
the computation within dmult3vpa uses vpa with 128 decimal digits. We have chosen

%%%

% case of simple eigenvalues of an s.d.d. symmetric matrix

format short e; n=12; a1=[1 2 3 4]; a2=[a1 a1 -a1 -a1 -a1]; a=a2(1:n);

A1=symd(a,3); d=logspace(10,-10,n); D=diag(d); A=D*A1*D; A=A+A’

[V Lambda OFF] = djacobivpa(A,180); [V1 Lambda1] = djacobi(A);

[k1 k2]=size(OFF); c0=sort(diag(Lambda),’descend’);

c1=sort(diag(Lambda1),’descend’); c2=sort(eig(A),’descend’);

c3=(c1-c0)./c0; c4=(c2-c0)./c0; format long e;

disp(’ Exact Jacobi QR

rel.err. Jacobi rel.err.QR’)

disp([c0 c1 c2 c3 c4]); gaps=gap(c0); sort(gaps,’descend’);

disp(’ Absolute gaps Relative gaps’); disp(gaps(1:n,:))

disp(’ Minima gaps ’); disp(gaps(n+1,:));

disp(’ Initial off-norm Initial scaled off-norm’);

disp(OFF(1,:)); disp(’ Off-norm per cycle

Scaled off-norm per cycle’); disp(OFF(2:k1,:));

%%%

% case of multiple eigenvalues of an s.d.d. symmetric matrix

b1=[1 1 1 1]; b2=[1e16*b1 2e4*b1 -2e-3*b1 -5e-17*b1]; b=b2(1:n);

B=diag(b); A2=dmult3vpa(V,B,V’,128); format short e; A=0.5*(A2+A2’)

[V Lambda OFF] = djacobivpa(A,180); c0=sort(diag(Lambda),’descend’);

[V1, Lambda1] = djacobi(A); c1=sort(diag(Lambda1),’descend’);

[V2, Lambda2] = eig(vpa(A)); sort(diag(double(Lambda2)),’descend’);

c2=sort(eig(A),’descend’); c3=(c1-c0)./c0; c4=(c2-c0)./c0;

c5=(c6-c0)./c0; format long e;

disp(’ Exact Jacobi QR

rel.err. Jacobi rel.err.QR rel err. eig(vpa(A))’)

disp([c0 c1 c2 c3 c4 c5]); gaps=gap(c0); sort(gaps,’descend’);

disp(’ Absolute gaps Relative gaps’); disp(gaps(1:n,:));

disp(’ Minima gaps ’); disp(gaps(n+1,:));

[k1 k2]=size(OFF);

disp(’ Initial off-norm Initial scaled off-norm’);

disp(OFF(1,:));

disp(’ Off-norm per cycle Scaled off-norm per cycle’);

disp(OFF(2:k1,:));

Table 1: The m-file used in the experiment.
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the entries of b to be of the same sign and of the similar magnitudes as the diagonal
elements of A from the first part of the main m-file. We hope that this might ensure
that an s.d.d. symmetric matrix A with multiple eigenvalues (actually, with small
clusters of eigenvalues of width not much larger than the machine precision) will be
generated. The problem with matrix generation, in this part of the program, lies in
the fact that the input matrices to dmult3vpa are in double precision and therefore
V is just within machine precision (double precision) close to an orthogonal matrix.

Then we apply four methods to this new A in the same way as described above.
The additional method (provided by MATLAB), eig(vpa(A,180)), computes the
spectral precision of A to 180 decimal digits and serves only as a control method for
djacobivpa(A,k). The computation in this part is more delicate than in the first
part, and we wanted an additional control.

In our experiments, we have been changing n (between 6 and 30) and the vectors
a1, a2, b1, b2 in an arbitrary fashion. The results that we display are typical and are
obtained as output from the m-file given below.

As can be seen from Table 2, the case of simple eigenvalues delivered an ex-
pected behavior of the Jacobi method. Except for the off-norm reduction, which is
closer to cubic than to quadratic convergence. This is often the case when the scaling
diagonal matrix D has decreasingly ordered diagonal elements and for smaller ma-
trix dimension. When we have changed the command d=logspace(10,-10,n); into
d=logspace(-10,10,n);, we got the following sequence of scaled off-norms per cycle
(we display just four figures): 1.996e-002, 1.745e-005, 2.987e-011, 4.015e-022,
7.792e-045, 5.782e-094, 1.310e-199. In all considered cases, the relative accuracy
of the Jacobi method has been in average just few ulps, while the intrinsic MATLAB
function eig delivered quite erroneous small eigenvalues.

In the case of (almost) multiple eigenvalues, Jacobi method proved to be relatively
accurate on scaled almost diagonal symmetric matrices, while this is certainly not true
for the QR method (Table 3). The asymptotic behavior of Jacobi method is here most
instructive. Since the relative gaps are so tiny, in the first cycles Jacobi behaves as if
multiple eigenvalues were present (see the analysis of Jacobi method in the presence of
clusters [4, last section]). So, quadratic (or faster) asymptotic convergence takes place.
As the scaled off-norm, call it α0 becomes smaller and approaches the magnitude of
relative gaps, the asymptotic convergence slows down. And when α0 becomes smaller
than the minimum gap, its reduction per cycle is subjected to the rule described by
the main theorem here. Then, actually β0 = α0/γ, reduces quadratically per cycle.
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A =
2.0000e+020 8.8742e+015 3.3952e+014 8.5408e+011 -4.8888e+010 -2.3741e+008

8.8742e+015 9.2405e+016 7.5958e+010 4.6505e+008 -2.9021e+005 -3.9117e+005

3.3952e+014 7.5958e+010 3.2020e+013 2.6113e+006 -8.5534e+005 -1.1924e+004

8.5408e+011 4.6505e+008 2.6113e+006 9.8628e+009 -5.0751e+002 -5.8053e+002

-4.8888e+010 -2.9021e+005 -8.5534e+005 -5.0751e+002 -5.6960e+005 -5.3446e-001

-2.3741e+008 -3.9117e+005 -1.1924e+004 -5.8053e+002 -5.3446e-001 -2.6317e+002

-1.1253e+007 -3.9913e+004 -1.0796e+003 -1.6837e+001 -1.3281e-002 -1.0234e-004

-9.2888e+004 -7.6369e+002 -2.5099e+000 -3.8046e-002 -5.0881e-004 -8.5806e-006

2.9505e-001 -4.1079e-001 -1.1690e-003 -1.9748e-003 4.9874e-006 1.0215e-007

1.2615e+001 -5.3873e-004 -2.6700e-004 -2.5249e-005 9.3148e-008 3.7510e-010

1.3057e-001 3.5830e-004 -1.0724e-007 -1.4150e-007 1.9112e-009 5.4289e-011

-5.3137e-003 -1.3299e-005 -1.3834e-007 5.7874e-012 -4.4112e-011 -7.5379e-013

-1.1253e+007 -9.2888e+004 2.9505e-001 1.2615e+001 1.3057e-001 -5.3137e-003

-3.9913e+004 -7.6369e+002 -4.1079e-001 -5.3873e-004 3.5830e-004 -1.3299e-005

-1.0796e+003 -2.5099e+000 -1.1690e-003 -2.6700e-004 -1.0724e-007 -1.3834e-007

-1.6837e+001 -3.8046e-002 -1.9748e-003 -2.5249e-005 -1.4150e-007 5.7874e-012

-1.3281e-002 -5.0881e-004 4.9874e-006 9.3148e-008 1.9112e-009 -4.4112e-011

-1.0234e-004 -8.5806e-006 1.0215e-007 3.7510e-010 5.4289e-011 -7.5379e-013

-9.1194e-002 1.5580e-009 1.4767e-009 2.2776e-011 6.5178e-014 -2.4384e-015

1.5580e-009 -2.8090e-005 3.6650e-011 7.5438e-013 6.2077e-015 -2.7659e-016

1.4767e-009 3.6650e-011 1.6223e-009 1.0839e-015 2.1443e-017 -6.8156e-019

2.2776e-011 7.5438e-013 1.0839e-015 7.4953e-013 5.5574e-019 -9.0855e-021

6.5178e-014 6.2077e-015 2.1443e-017 5.5574e-019 2.5973e-016 -2.2376e-022

-2.4384e-015 -2.7659e-016 -6.8156e-019 -9.0855e-021 -2.2376e-022 8.0000e-020

Exact Jacobi QR
2.000046750664956e+020 2.000046750664956e+020 2.000046750664957e+020

9.240438209042706e+016 9.240438209042706e+016 9.240438209042619e+016

3.201932426557301e+013 3.201932426557301e+013 3.201932426557377e+013

9.862765376960863e+009 9.862765376960865e+009 9.862765376847088e+009

1.622261859324245e-009 1.622261859324244e-009 7.849982703729516e-003

7.495254709475820e-013 7.495254709475820e-013 7.999981069902117e-020

2.597255642838921e-016 2.597255642838921e-016 -2.816494199892072e-005

7.999981012923348e-020 7.999981012923348e-020 -9.119541211584167e-002

-2.808957050812652e-005 -2.808957050812652e-005 -4.867318339132567e+000

-9.119517758082542e-002 -9.119517758082543e-002 -2.631734820328961e+002

-2.631734820325797e+002 -2.631734820325797e+002 -1.639945514979879e+004

-5.696131240766835e+005 -5.696131240766834e+005 -5.696131240771967e+005

rel.err. Jacobi rel.err. QR Absolute gaps
-1.638361702750479e-016 1.638361702750479e-016 5.693499505946509e+005

0 -9.350205915066759e-015 2.630822868549989e+002

0 2.366734830862110e-014 9.116708801031730e-002

1.933888275663550e-016 -1.153583695316064e-011 2.808957050812661e-005

-2.549466992023072e-016 4.838911200647703e+006 2.596455644737629e-016

0 -9.999998932660547e-001 2.596455644737629e-016

0 -1.084411620274501e+011 7.492657453832981e-013

0 -1.139945356976755e+018 1.621512333853297e-009

-1.206188534650962e-016 1.732774891717876e+005 9.862765376960863e+009

1.521767726754488e-016 2.884826740121735e+003 3.200946150019605e+013

0 6.131423858946626e+001 9.237236276616149e+016

-2.043761228564364e-016 9.008899495511716e-013 1.999122706844052e+020

Relative gaps Initial off-norm Initial scaled off-norm
9.990763838287010e-001 8.880711476893470e+015 7.641990047129683e-003

9.990763838287010e-001

9.993071977711009e-001

9.993841577618235e-001 Off-norm per cycle Scaled off-norm per cycle

9.993841562985136e-001 1.033617937736517e+005 2.405416528131962e-014

9.993072000741221e-001 1.685298539763208e-024 7.703180036125967e-042

9.990763768166148e-001 2.755405903042885e-080 5.190144088267827e-094

9.990763768166148e-001 2.672916428515878e-187 5.432172951866892e-203

9.993841388876070e-001 0 0

9.993072139595326e-001

9.990764044898099e-001 Minima gaps

9.990764044898099e-001 2.596455644737629e-016 9.990763768166148e-001

Table 2: Simple eigenvalues.
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A =
1.0000e+016 8.6982e-005 -5.8954e-002 -7.4715e-002 -2.4439e+006 -1.1860e+004

8.6982e-005 1.0000e+016 4.8938e-003 3.7359e-003 2.0350e+005 -4.1187e+004

-5.8954e-002 4.8938e-003 1.0000e+016 -7.5174e+000 -2.4121e+008 -3.5979e+006

-7.4715e-002 3.7359e-003 -7.5174e+000 1.0000e+016 -3.0286e+008 -5.8758e+008

-2.4439e+006 2.0350e+005 -2.4121e+008 -3.0286e+008 -1.9985e+004 1.7882e+001

-1.1860e+004 -4.1187e+004 -3.5979e+006 -5.8758e+008 1.7882e+001 -1.9965e+004

-5.6179e+002 -4.2651e+003 -3.3121e+005 -1.7022e+007 5.2353e-001 1.0003e+000

-4.6392e+000 -8.2200e+001 -7.3447e+002 -3.8169e+004 1.1737e-003 2.2430e-003

2.5895e-005 -4.4448e-002 -3.6509e-001 -2.0023e+003 6.0826e-005 1.2540e-004

6.3102e-004 -1.1870e-004 -9.0075e-002 -2.5655e+001 7.8253e-007 1.5369e-006

6.5272e-006 3.8149e-005 -1.0278e-004 -1.4403e-001 4.4330e-009 1.2600e-008

-2.6555e-007 -1.4137e-006 -4.0384e-005 2.8941e-005 -1.4966e-012 -5.9447e-011

-5.6179e+002 -4.6392e+000 2.5895e-005 6.3102e-004 6.5272e-006 -2.6555e-007

-4.2651e+003 -8.2200e+001 -4.4448e-002 -1.1870e-004 3.8149e-005 -1.4137e-006

-3.3121e+005 -7.3447e+002 -3.6509e-001 -9.0075e-002 -1.0278e-004 -4.0384e-005

-1.7022e+007 -3.8169e+004 -2.0023e+003 -2.5655e+001 -1.4403e-001 2.8941e-005

5.2353e-001 1.1737e-003 6.0826e-005 7.8253e-007 4.4330e-009 -1.4966e-012

1.0003e+000 2.2430e-003 1.2540e-004 1.5369e-006 1.2600e-008 -5.9447e-011

-2.0000e+004 6.4997e-005 3.2644e-004 5.1820e-006 1.6110e-008 -6.0216e-010

6.4997e-005 -2.0000e+004 2.6080e-002 5.4113e-004 4.4622e-006 -1.9873e-007

3.2644e-004 2.6080e-002 2.0000e-003 -7.0058e-010 -5.7901e-012 2.5915e-013

5.1820e-006 5.4113e-004 -7.0058e-010 2.0000e-003 -1.2037e-013 5.3771e-015

1.6110e-008 4.4622e-006 -5.7901e-012 -1.2037e-013 2.0000e-003 4.4338e-017

-6.0216e-010 -1.9873e-007 2.5915e-013 5.3771e-015 4.4338e-017 2.0000e-003

Exact Jacobi QR
1.000000000000004e+016 1.000000000000000e+016 1.000000000000000e+016

1.000000000000001e+016 1.000000000000000e+016 1.000000000000000e+016

1.000000000000000e+016 1.000000000000000e+016 1.000000000000000e+016

1.000000000000000e+016 1.000000000000000e+016 9.999999999999996e+015

2.000000000000002e-003 2.000000000000001e-003 1.852542487720570e+000

2.000000000000000e-003 2.000000000000000e-003 1.062114463469422e+000

2.000000000000000e-003 2.000000000000000e-003 3.137526950677154e-001

2.000000000000000e-003 2.000000000000000e-003 2.000000000000000e-003

-2.000000000000000e+004 -2.000000000000000e+004 -1.999805600114654e+004

-2.000000000000000e+004 -2.000000000000000e+004 -1.999903881970658e+004

-2.000000000000000e+004 -2.000000000000000e+004 -1.999999995759706e+004

-2.000000000000000e+004 -2.000000000000000e+004 -2.000020236358738e+004

rel.err. Jacobi rel.err. QR Absolute gaps
-4.199999999999982e-015 -3.999999999999982e-015 3.637978807091713e-012

3.637978807091713e-012 -5.999999999999996e-016 0

-3.999999999999998e-016 0 0

0 0 0

0 -4.000000000000000e-016 0

-6.505213034913021e-016 9.252712438602841e+002 0

0 5.300572317347110e+002 0

-2.168404344971009e-016 1.558763475338577e+002 0

-2.168404344971009e-016 0 1.734723475976807e-018

0 -9.719994267325092e-005 0

0 -4.805901467098010e-005 0

0 -2.120147109963000e-009 6.000000000000000e+000

0 1.011817936887382e-005 3.800000000000000e+001

Relative gaps Initial off-norm Initial scaled off-norm
9.094947017729283e-017 7.038941602976600e+008 4.998902418448497e-002

0

0

0 Off-norm per cycle Scaled off-norm per cycle

0 2.201009424095137e+001 2.201931286417376e-015

0 5.977604186695108e-001 5.977604187210803e-017

0 3.809484058360602e-006 3.809484058362190e-022

4.336808689942016e-016 1.224016819631911e-015 1.224016819631908e-031

0 1.223732657523249e-047 1.223732657523246e-063

0 2.614185022365451e-162 2.614185022365445e-178

2.999999999999999e-016 0 0

1.899999999999995e-015

Minima gaps

0 0

Table 3: Multiple eigenvalues.
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