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Abstract. The problem of when the $k$-subdirect sum of a doubly diagonally dominant matrix (DDD matrix) is also a DDD matrix is studied. Some sufficient conditions are given. The same situation is analyzed for diagonally dominant matrices and strictly diagonally dominant matrices. Additionally, some conditions are also derived when $\text{card}(S) > \text{card}(S_1)$ which was not studied by Bru, Pedroche and Szyld [Electron. J. Linear Algebra, 15:201-209, 2006]. Examples are given to illustrate the conditions presented.
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1. Introduction. The concept of $k$-subdirect sums of square matrices was introduced by Fallat and Johnson [4], where many of their properties were analyzed. They showed that the subdirect sum of positive definite matrices, or of symmetric $M$-matrices, is a positive definite matrix or symmetric $M$-matrix, respectively. Subdirect sums of matrices are generalizations of the usual sum of matrices and arise naturally in several contexts. For example, subdirect sums arise in matrix completion problems, overlapping subdomains in domain decomposition methods, and global stiffness matrices in finite elements (see [1, 2, 4]).

In [1], Bru, Pedroche and Szyld have given sufficient conditions such that the subdirect sum of two nonsingular $M$-matrices is a nonsingular $M$-matrix. Also in [3], they also showed that $k$-subdirect sum of $S$-strictly diagonally dominant matrices, which is a subclass of $H$-matrices, is an $S$-strictly diagonally dominant matrix (S-SDD matrix). Sufficient conditions are also given.

In this paper, we will give sufficient conditions such that the $k$-subdirect sum of matrices belongs to the same class. We show this for certain strictly diagonally dominant (SDD) matrices and for doubly diagonally dominant (DDD) matrices which were introduced in [5]; see also [6] for further properties and analysis. Furthermore, we also discuss the conditions such that the subdirect sum of $S$-SDD matrices is in the class of $S$-SDD matrices (for a fixed set $S$) when $\text{card}(S) > \text{card}(S_1)$ which was not studied in [3]. Notice, the sets $S$ and $S_1$ appear in section 2.

2. Subdirect sums. Let $A$ and $B$ be two square matrices of order $m_1$ and $m_2$, respectively, and let $k$ be an integer such that $1 \leq k \leq \min\{m_1, m_2\}$. Let $A$ and $B$ be
partitioned into $2 \times 2$ blocks as follows:

\begin{equation}
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}, \quad \begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix},
\end{equation}

where $A_{22}$ and $B_{11}$ are square matrices of order $k$. Following [4], we call the following square matrix of order $N = m_1 + m_2 - k$,

\begin{equation}
\begin{bmatrix}
A_{11} & A_{12} & 0 \\
A_{21} & A_{22} + B_{11} & B_{12} \\
0 & B_{21} & B_{22}
\end{bmatrix}
\end{equation}

the $k$-subdirect sum of $A$ and $B$ and we denote it by $C = A \oplus_k B$.

In order to more explicitly express each element of $C$ in terms of the ones of $A$ and $B$, we can write $C$ as follows,

\begin{equation}
C = \begin{bmatrix}
\begin{array}{cccc}
\{s_1\} & \{s_2\} & \{s_3\} \\
\begin{bmatrix}
a_{11} & \cdots & a_{1p} & \cdots & a_{1,m_1} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{p1} & \cdots & a_{p,p} + b_{11} & \cdots & a_{p,m_1} + b_{1,m_1-t} & \cdots & b_{p,N-t} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{m_1,1} & \cdots & a_{m_1,p} + b_{m_1-t,1} & \cdots & a_{m_1,m_1} + b_{m_1-t,m_1-t} & \cdots & b_{m_1-t,N-t} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & b_{N-t,1} & \cdots & b_{N-t,m_1-t} & \cdots & b_{N-t,N-t}
\end{bmatrix}
\end{array}
\end{bmatrix}
\end{equation}

(2.2)

\begin{align*}
S_1 &= \{1, 2, \ldots , m_1 - k\}, \\
S_2 &= \{m_1 - k + 1, m_1 - k + 2, \ldots , m_1\}, \\
S_3 &= \{m_1 + 1, m_1 + 2, \ldots , N\}. \\
\end{align*}

(2.3)

\begin{align*}
c_{ij} = \begin{cases}
\begin{array}{l}
\begin{bmatrix}
a_{ij} \text{ or } 0, & i \in S_1, j \in S_1 \cup S_2 \cup S_3, \\
a_{ij} + b_{i-t,j-t} \text{ or } b_{i-t,j-t}, & i \in S_2, j \in S_1 \cup S_2 \cup S_3,
\end{bmatrix}
\end{array}
\end{cases}
\end{align*}

$N = m_1 + m_2 - k, \quad t = m_1 - k, \quad p = t + 1$.

In general, the subdirect sum of two DDD matrices is not always a DDD matrix. We show this in the following example.

**Example 2.1.** The matrices

\[
A = \begin{bmatrix}
1 & 1 & 1 \\
\vdots & \cdots & \cdots \\
-2 & 4 & 0 \\
-1 & 0 & 4
\end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix}
3 & -2 & -1 \\
-1 & 2 & 0 \\
\vdots & \cdots & \cdots \\
1 & 1 & 4
\end{bmatrix},
\]
are two DDD matrices, but

\[ C = A \oplus_2 B = \begin{bmatrix}
1 & 1 & 1 & 0 \\
-2 & 7 & -2 & -1 \\
-1 & -1 & 6 & 0 \\
0 & 1 & 1 & 4
\end{bmatrix} \]

is not a DDD matrix.

3. Subdirect sums of doubly diagonally dominant matrices. We now formally introduce some notations and definitions which can be found in [5], [6] and [9].

Let \( A = (a_{ij}) \in \mathbb{C}^{n,n}, n \geq 2 \). For \( i = 1, 2, \ldots, n \), we define

\[ R_i(A) = \sum_{j \neq i, j=1}^{n} |a_{ij}|. \]

Recall that \( A \) is called (row) diagonally dominant if for all \( i = 1, 2, \ldots, n \),

\[ |a_{ii}| \geq R_i(A). \]  

(3.1)

If the inequalities in (3.1) hold strictly for all \( i \), we say that \( A \) is strictly diagonally dominant.

Given any nonempty set of indices \( S \subseteq N = \{1, 2, \ldots, n\} \), we denote its complement in \( N \) by \( \bar{S} = N \setminus S \). We have

\[ R_i(A) = R_i^S(A) + R_i^\bar{S}(A), \quad R_i^S(A) = \sum_{j \neq i, j \in S} |a_{ij}|, \forall i = 1, 2, \ldots, n. \]

**Definition 3.1.** The matrix \( A = (a_{ij}) \in \mathbb{C}^{n,n} \) is doubly diagonally dominant if

\[ |a_{ii}||a_{jj}| \geq R_i(A)R_j(A), \quad i, j = 1, 2, \ldots, n, \quad i \neq j. \]  

(3.2)

Furthermore, if the inequality in (3.2) is strict for all distinct \( i, j = 1, 2, \ldots, n \), we say \( A \) is strictly doubly diagonally dominant.

**Definition 3.2.** Let the matrix \( A = (a_{ij}) \in \mathbb{C}^{n,n}, n \geq 2 \), and given any nonempty proper subset \( S \) of \( N \). Then \( A \) is an \( S \)-strictly diagonally dominant matrix if the following two conditions hold:

\[
\begin{aligned}
&1) |a_{ii}| > R_i^S(A) \text{ for at least one } i \in S; \\
&2) (|a_{ii}| - R_i^S(A))(|a_{jj}| - R_j^S(A)) > R_i^S(A)R_j^S(A) \text{ for all } i \in S, j \in \bar{S}.
\end{aligned}
\]

It was shown in [5] that SDD matrices are contained into DDD matrices. In addition, if \( A \) is doubly diagonally dominant, there exists at most one index \( i_0 \) such that \( |a_{i_0i_0}| < R_{i_0}(A) \). It is easy to show that a doubly diagonally dominant matrix is not necessary an \( S \)-strictly diagonally dominant matrix. We show this in the following example.

**Example 3.3.** The following matrix:

\[ \begin{bmatrix}
1 & 1 & 1 & 0 \\
-2 & 7 & -2 & -1 \\
-1 & -1 & 6 & 0 \\
0 & 1 & 1 & 4
\end{bmatrix} \]
is a DDD matrix, but is not an S-SDD matrix for any subset $S$ of \{1, 2, 3\}.

We now give the following theorem, which presents sufficient condition such that $C = A \oplus_k B$ is a DDD matrix.

**Theorem 3.4.** Let $A$ and $B$ be square matrices of order $m_1$ and $m_2$ partitioned as in (2.1), respectively, and $k$ be an integer such that $1 \leq k \leq \min(m_1, m_2)$ which defines the sets $S_1, S_2, S_3$ as in (2.2). We assume that $A$ is doubly diagonally dominant with $A = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & -0.5 & 1 \end{bmatrix}$ is a DDD matrix.

We now give the following theorem, which presents sufficient condition such that $C = A \oplus_k B$ is a DDD matrix.

**Theorem 3.4.** Let $A$ and $B$ be square matrices of order $m_1$ and $m_2$ partitioned as in (2.1), respectively, and $k$ be an integer such that $1 \leq k \leq \min(m_1, m_2)$ which defines the sets $S_1, S_2, S_3$ as in (2.2). We assume that $A$ is doubly diagonally dominant with

$$\max_{t \in S_2 \cup S_3} \frac{R_{i-t}(B)}{|b_{i-t,t-t}|} R_{i-t}(A) \leq |a_{i_0 i_0}| < R_{i_0}(A)$$

for some $i_0$, and $B$ is strictly diagonally dominant. If all diagonal entries of $A_{22}$ and $B_{11}$ are positive (or all negative), then the $k$-subdirect sum $C = A \oplus_k B$ is doubly diagonally dominant.

**Proof.** Without loss of generality, we can assume $a_{11} < R_1(A)$ and $a_{ii} \geq R_i(A)$, $i = 2, 3, \ldots, m_1.$

**Case 1:** $i, l \in S_1, j \in S_1 \cup S_2 \cup S_3$, using equation (2.3) we obtain

$$|c_{ij}| = |a_{ij}|, \quad R_l(C) = R_l(A),$$

since $A$ is doubly diagonally dominant, we obtain

$$|c_{il}| = |a_{il}| |a_{ll}| \geq R_i(A) R_l(A) = R_i(C) R_l(C).$$

**Case 2:** $i, l \in S_2, j \in S_1 \cup S_2 \cup S_3$, from equation (2.3), we have the following relations:

$$R_l(C) = \sum_{j \in S_1} |a_{lj}| + \sum_{j \in S_2,j \neq t} |a_{lj} + b_{t-l,j-l}| + \sum_{j \in S_3} |b_{t-l,j-l}| \leq \sum_{j \in S_1} |a_{lj}| + \sum_{j \in S_2,j \neq t} |a_{lj}| + \sum_{j \in S_3} |b_{t-l,j-l}| + \sum_{j \in S_3} |b_{t-l,j-l}| = R_l(A) + R_{l-1}(B).$$

Since all diagonal entries of $A_{22}$ and $B_{11}$ are positive (or all negative), we obtain

$$|c_{il}| = |a_{ll} + b_{t-l,t-l}| = |a_{ll}| + |b_{t-l,t-l}|.$$

If $i = 1$, we have

$$|c_{11}| |c_{ll}| = |a_{11}||a_{ll} + b_{t-l,t-l}| = |a_{11}| |a_{ll}| + |a_{ll}||b_{t-l,t-l}|$$

$$\geq R_1(A) R_l(A) + |b_{t-l,t-l}| \max_{t \in S_2 \cup S_3} \frac{R_{i-t}(B)}{|b_{i-t,t-t}|} R_{i-t}(A)$$

$$\geq R_1(A) R_l(A) + |b_{t-l,t-l}| \frac{R_{i-t}(B)}{|b_{i-t,t-t}|} R_{i-t}(A)$$

$$= R_1(A) (R_l(A) + R_{l-1}(B))$$

$$\geq R_1(C) R_l(C).$$
If \( i = 2, \ldots, m_1 - k \), then we can write
\[
|c_{ii}| = |a_{ii}| (|a_{ii}| + b_{i-t,l-t}) \\
\geq R_i(A)(R_l(A) + R_{l-t}(B)) \\
\geq R_i(C)R_l(C).
\]

Case 3: \( \forall i \in S_1, \ l \in S_3, \ j \in S_1 \cup S_2 \cup S_3 \), we get
\[
|c_{ij}| = |a_{ij}|, \ R_i(C) = R_i(A), \\
|c_{ij}| = |b_{i-t,j-t}|, \ R_l(C) = R_l(B).
\]

Like the proof of Case 2, let \( i = 1 \), we conclude
\[
|c_{11}| = |a_{11}|b_{i-t,l-t} \\
\geq \max_{l \in S_2 \cup S_3} \frac{R_l(B)}{|b_{i-t,l-t}|} R_i(A)b_{i-t,l-t} \\
\geq R_i(A)R_l(B)b_{i-t,l-t} = R_i(C)R_l(C).
\]

If \( i = 2, \ldots, m_1 - k \), obviously, the result still holds.

Case 4: \( \forall i \in S_2, \ l \in S_2, \ j \in S_1 \cup S_2 \cup S_3 \), using equation (2.3), it follows that
\[
|c_{ii}| = |a_{ii}| + b_{i-t,i-t} = |a_{ii}| + |b_{i-t,i-t}|,
\]
\[
R_i(C) = \sum_{i \neq j} |c_{ij}| \leq R_i(A) + R_{i-t}(B).
\]

Note that \( |a_{ii}| \geq R_i(A) \) since \( A \) is a DDD matrix and \( |b_{i-t,i-t}| > R_{i-t}(B) \) since \( B \) is an SDD matrix, thus we can write
\[
|c_{ii}| = |a_{ii}| + b_{i-t,i-t} = |a_{ii}| + |b_{i-t,i-t}| \\
\geq (R_i(A) + R_{i-t}(B))(R_i(A) + R_{i-t}(B)) \\
\geq R_i(C)R_l(C).
\]

For the rest of cases \( i \in S_2, \ l \in S_3, \ j \in S_1 \cup S_2 \cup S_3 \) and \( i \in S_3, \ l \in S_3, \ j \in S_1 \cup S_2 \cup S_3 \), the proofs are similar to the proofs of the Case 1 and Case 2.

In the case \( i_0 \in S_2 \) the conclusion still holds and the proofs are similar to the cases above. Therefore the details of the case are omitted. □

**Corollary 3.5.** Let \( A_i \) be a DDD matrix with existing only \( i_0 \) such that
\[
\max_{l_i \in S_2 \cup S_3} \frac{R_i(A_l)}{|a_{i_0,l_0}|} R_{i_0}(A_1) \leq |a_{i_0,i_0}| < R_{i_0}(A_1), \ i = 2, 3, \ldots, \text{and let } A_2, A_3, \ldots, \text{be SDD matrices. If the diagonals of } A_i \text{ in the overlapping have the same sign pattern, then } C = (A_1 \oplus k_1 A_2) \oplus k_2 A_3 \oplus \cdots \text{ is a DDD matrix.}
\]

**Remark 3.6.** Since \( A_2, A_3, \ldots \) are SDD we have that their diagonals are nonzero. Since the overlapping blocks of \( A_2 \) and \( A_1 \) have the same sign pattern, this implies that overlapping block of \( A_1 \) has its diagonal nonzero.
Theorem 3.7. Let $A$ and $B$ be matrices of order $m_1$ and $m_2$ partitioned as in (2.1), respectively, and $k$ be an integer such that $1 \leq k \leq \min(m_1, m_2)$, which defines the sets $S_1, S_2, S_3$ as in (2.2). Let $A$ be diagonally dominant and $B$ be strictly diagonally dominant. If all diagonal entries of $A_{22}$ and $B_{11}$ are positive (or all negative), then the $k$-subdirect sum $C = A \oplus_k B$ is doubly diagonally dominant.

Proof. We only prove the following cases.

Case 1: $\forall i, l \in S_1, j \in S_1 \cup S_2 \cup S_3$ from equation (2.3), we obtain $|c_{il}| = |a_{il}|$, $R_i(C) = R_i(A)$, so

$$|c_{il}||c_{il}| = |a_{il}||a_{il}| \geq R_i(A)R_i(A) = R_i(C)R_i(C).$$

Case 2: $\forall i \in S_2, l \in S_2, j \in S_1 \cup S_2 \cup S_3$, using equation (2.3), it follows that

$$R_i(C) = \sum_{j \neq i} |c_{ij}| = \sum_{j \in S_1} |a_{ij}| + \sum_{i \neq j, j \in S_2} |a_{ij} + b_{i-t,j-t}| + \sum_{j \in S_3} |b_{i-t,j-t}| \leq R_i(A) + R_{i-t}(B).$$

Then we can write

$$|c_{il}||c_{il}| = |a_{il} + b_{i-t,l-t}| \leq R_i(A) + R_{i-t}(B) \geq R_i(C)R_i(C).$$

Finally, $\forall i \in S_1, l \in S_3, j \in S_1 \cup S_2 \cup S_3$; $\forall i \in S_2, l \in S_3, j \in S_1 \cup S_2 \cup S_3$; and $\forall i \in S_3, l \in S_3, j \in S_1 \cup S_2 \cup S_3$; the proofs are similar to the cases above. \[ \square \]

Corollary 3.8. Successive $k$-subdirect sums of the form $(A_1 \oplus_k A_2) \oplus_k A_3 \oplus \cdots$ is doubly diagonally dominant if the diagonals of $A_i$ in the overlapping have the same sign pattern, where $A_1$ is diagonally dominant and $A_2$, $A_3$, …, are strictly diagonally dominant.

Example 3.9. In this example, $A$ is doubly diagonally dominant with

$$\max_{j \in S_2 \cup S_3} \frac{R_{j-t}(B)}{|b_{j-t,j-t}|} R_{k_0}(A) > |a_{i_0 i_0}| \text{ for all } i_0 = 1, 2, 3, 4,$$

and $B$ is strictly diagonally dominant, but the subdirect sum $C$ is not doubly diagonally dominant. Let

$$A = \begin{bmatrix} 1.0 & -0.3 & -0.4 & -0.5 \\ -0.8 & 1.6 & 0.2 & -0.3 \\ \cdots & \cdots & \cdots & \cdots \\ -0.2 & -0.4 & 1.2 & -0.4 \\ -0.1 & -0.9 & -0.5 & 2.0 \end{bmatrix}, \quad B = \begin{bmatrix} 2.0 & -0.4 & -0.5 & -0.6 \\ -0.6 & 2.3 & -0.8 & -0.8 \\ \cdots & \cdots & \cdots & \cdots \\ -0.5 & -0.1 & 2.4 & -0.9 \\ -0.5 & -0.8 & -0.2 & 2.9 \end{bmatrix}. $$
However,

\[
C = A \oplus 2 B = \begin{bmatrix}
1.0 & -0.3 & -0.4 & -0.5 & 0 & 0 \\
-0.8 & 1.6 & 0.2 & -0.3 & 0 & 0 \\
-0.2 & -0.4 & 3.2 & -0.8 & -0.5 & -0.6 \\
-0.1 & -0.9 & -1.1 & 4.3 & -0.8 & -0.8 \\
0 & 0 & -0.5 & -0.1 & 2.4 & -0.9 \\
0 & 0 & -0.5 & -0.8 & -0.2 & 2.9
\end{bmatrix}
\]

is not a DDD matrix, since \( a_{11} = 1 < \frac{R_2(B)}{R_2(A)} \approx 1.15 \).

**Example 3.10.** Let \( A \) be doubly diagonally dominant with

\[
\max_{j \in S_2 \cup S_3} \frac{R_{j-t}(B)}{b_{j-t,j-t}} R_{i_0}(A) \leq |a_{i_0,j_0}|	ext{ for some } i_0,
\]

and \( B \) be strictly diagonally dominant,

\[
A = \begin{bmatrix}
0.4 & : & 0.1 & 0.4 \\
\cdots & \cdots & \cdots & \cdots \\
0.2 & : & 0.5 & -0.2 \\
0.5 & : & -1 & 2
\end{bmatrix}, \quad B = \begin{bmatrix}
1.0 & -0.4 & : & -0.4 \\
-0.2 & 1.2 & : & -0.4 \\
\cdots & \cdots & \cdots & \cdots \\
-0.4 & -0.6 & : & 1.4
\end{bmatrix},
\]

Then

\[
C = A \oplus 2 B = \begin{bmatrix}
0.4 & 0.1 & 0.4 & 0 \\
0.2 & 1.5 & -0.6 & -0.4 \\
0.5 & -1.2 & 3.2 & -0.4 \\
0 & -0.4 & -0.6 & 1.4
\end{bmatrix}
\]

is a DDD matrix, since \( a_{11} = 0.4 = \frac{R_2(B)}{R_2(A)} \approx 0.4 \).

As Bru, Pedroche and Szyld studied the result in section 4 of [3], we continue to consider \( A \) and \( B \) to be principal submatrices of a given doubly diagonally dominant matrix such that they have a common block with all positive (or negative) diagonal entries. This situation, as well as a more general case outlined in Theorem 3.11 later, appears in many variants of additive Schwarz preconditioning (see [2, 7, 8]). Let

\[
(3.3) \quad H = \begin{bmatrix}
H_{11} & H_{12} & H_{13} \\
H_{21} & H_{22} & H_{23} \\
H_{31} & H_{32} & H_{33}
\end{bmatrix}
\]

be doubly diagonally dominant with \( H_{22} \) a square matrix of order \( k \geq 1 \) and let

\[
(3.4) \quad A = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix}, \quad B = \begin{bmatrix}
H_{22} & H_{23} \\
H_{32} & H_{33}
\end{bmatrix}
\]
be of order $m_1 \times m_1$ and $m_2 \times m_2$, respectively. The $k$-subdirect sum of $A$ and $B$ is thus given by

$$C = A \oplus_k B = \begin{bmatrix} H_{11} & H_{12} & O \\ H_{21} & 2H_{22} & H_{23} \\ O & H_{32} & H_{33} \end{bmatrix}.$$  

We now have the following theorem which shows that $C$ is a DDD matrix.

**Theorem 3.11.** Let $H$ be a DDD matrix partitioned as in (3.3), and let $A$ and $B$ be two overlapping principal submatrices given by (3.4). Then the $k$-subdirect sum $C = A \oplus_k B$ is a DDD matrix.

**Proof.** For any $i \in S_1$, $l \in S_2$, $j \in S_1 \cup S_2 \cup S_3$, from equation (3.5), we have

$$|c_{ii}| = |a_{ii}| = |b_{ii}|,$$

$$R_i(C) = R_i(A) \leq R_i(H) \text{ (if } H_{13} = 0, \text{ equality holds)},$$

$$|c_{ll}| = |a_{ll}| + |b_{l-l,l-l}| = 2|a_{ll}| = 2|h_{ll}|,$$

$$R_l(C) = \sum_{j \in S_1} |a_{ij}| + \sum_{j \in S_2, j \neq l} |a_{ij}| + |b_{l-l,j-l}| + \sum_{j \in S_3} |b_{l-l,j-l}|$$

$$= \sum_{j \in S_1} |h_{ij}| + 2 \sum_{j \in S_2, j \neq l} |h_{ij}| + \sum_{j \in S_3} |h_{ij}|$$

$$< 2R_l(H).$$

Using now that $H$ is doubly diagonally dominant, we can get that

$$|c_{ii}| |c_{ll}| = |a_{ii}| |2a_{ll}|$$

$$= 2|a_{ii}| |h_{ll}|$$

$$\geq 2R_i(H) R_l(H)$$

$$> R_i(C) R_l(C).$$

The proofs of other cases are analogous. □

**Example 3.12.** Let the following DDD matrix $H$ be partitioned as

$$H = \begin{bmatrix} 1.0 & 0.6 & -0.5 & -0.1 \\ \cdots & \cdots & \cdots & \cdots \\ 0.7 & 2.9 & -0.3 & -0.5 \\ -0.5 & -0.1 & 2.4 & -0.9 \\ \cdots & \cdots & \cdots & \cdots \\ -0.5 & -0.7 & -0.7 & 2.3 \end{bmatrix},$$
where principal submatrices $A$, $B$ are partitioned as

$$A = \begin{bmatrix} 1.0 & : & 0.6 & -0.5 \\ \vdots & \cdots & \cdots & \cdots \\ 0.7 & : & 2.9 & -0.3 \\ -0.5 & : & -0.1 & 2.4 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 2.9 & -0.3 & : & -0.5 \\ -0.1 & 2.4 & : & -0.9 \\ \vdots & \cdots & \cdots & \cdots \\ -0.7 & -0.7 & : & 2.3 \end{bmatrix}.$$ 

The 2-subdirect sum $C = A \oplus B$,

$$C = \begin{bmatrix} 1.0 & 0.6 & -0.5 & 0 \\ 0.7 & 5.8 & -0.6 & -0.5 \\ -0.5 & -0.2 & 4.8 & -0.9 \\ 0 & -0.7 & -0.7 & 2.3 \end{bmatrix},$$

is a DDD matrix, according to Theorem 3.11.

Here, we consider consecutive principal submatrices defined by consecutive indices of the form $\{i, i+1, i+2, \ldots\}$.

**Corollary 3.13.** Let $H$ be a DDD matrix with all positive (or negative) diagonal entries. Let $A_i, i = 1, \ldots, p$ be consecutive principal submatrices of $H$ of order $n_i \times n_i$. Then each of the $k_i$-subdirect sums $C_i$

$$C_i = C_{i-1} \oplus_{k_i} A_{i+1}, i = 1, \ldots, p - 1$$

is a DDD matrix. In particular,

$$C_{p-1} = A_1 \oplus_{k_1} A_2 \oplus_{k_2} \cdots \oplus_{k_p} A_p$$

is a DDD matrix, where $C_0 = A_1$ and $k_i < \min(n_i, n_{i+1})$.

Here, we discuss the conditions of the subdirect sum of $S$-strictly diagonally dominant matrices when $\text{card}(S) > \text{card}(S_1)$.

**Theorem 3.14.** Let $A$ and $B$ be square matrices of order $m_1$ and $m_2$ partitioned as in (2.1), respectively, and $k$ be an integer such that $1 \leq k \leq \min(m_1, m_2)$, which defines the sets $S_1, S_2, S_3$ as in (2.2). Let $A$ be $S$-strictly diagonally dominant with $\text{card}(S) > \text{card}(S_1)$, $S$ be a set of indices of the form $S = \{1, 2, \ldots\}$ and $B$ be strictly diagonally dominant. If all diagonal entries of $A_{22}$ and $B_{11}$ are positive (or all negative) and

$$|a_{ii}| - R_t(A) > R_{i-t}(B) - |b_{i-t,i-t}|, \text{ for all } i \in S_2, \ t = m_1 - k,$$

then the $k$-subdirect sum $C = A \oplus_k B$ is $S$-strictly diagonally dominant.

**Proof.** We take $S_2 = S' \cup S''$, $S' \cap S'' = \emptyset$. Let the set $S = S_1 \cup S'$ (condition $\text{card}(S) > \text{card}(S_1)$), $S = S'' \cup S_3$, and let $i \in S'$. We first prove the condition 1) of Definition 3.2 for $C$ to be an $S$-SDD matrix. Observe that from (2.3) and the fact that $A_{22}$ and $B_{11}$ have positive diagonals (or both negative diagonals), we have

$$|c_{ii}| = |a_{ii} + b_{i-t,i-t}| = |a_{ii}| + |b_{i-t,i-t}|,$$
Therefore we can write
\[
|c_{ii}| - R_i^{S_1 \cup S'}(C) \geq |a_{ii} + b_{i-t,t-t'}| - R_i^{S_1 \cup S'}(A) - R_i^{S'}(B) \\
= (|a_{ii}| - R_i^{S_1 \cup S'}(A)) + (|b_{i-t,t-t'}| - R_i^{S'}(B))
\]
where we have used that \((|a_{ii}| - R_i^{S_1 \cup S'}(A))\) is positive since \(A\) is \(S\)-strictly diagonally dominant. Note that \((|b_{i-t,t-t'}| - R_i^{S'}(B))\) is also positive since \(B\) is strictly diagonally dominant, and thus we can obtain
\[
|c_{ii}| - R_i^{S_1 \cup S'}(C) > 0, \text{ for all } i \in S'.
\]

Since \(S = S_1 \cup S'\) we have that condition 1) of Definition 3.2 holds.

In order to see that condition 2) holds we first study the case \(i \in S', j \in S''\).

Using equation (2.3) we obtain the following relations:
\[
R_j^{S'' \cup S_3}(C) = \sum_{l \in S''_j \cup S_3} |c_{jl}| = \sum_{l \notin S''_j \cup S_3} |a_{jl}| + \sum_{l \in S''_j \cup S_3} |b_{j-t,t-t'}| \\
\leq \sum_{l \notin S''_j \cup S_3} |a_{jl}| + \sum_{l \in S''_j \cup S_3} |b_{j-t,t-t'}| \\
= R_j^{S''}(A) + R_j^{S''}(B),
\]
\[
R_j^{S_1 \cup S'}(C) = \sum_{l \in S_j \cup S'} |c_{jl}| = \sum_{l \notin S_j \cup S'} |a_{jl}| + \sum_{l \in S_j \cup S'} |a_{jl} + b_{j-t,t-t'}| \\
\leq R_j^{S_1 \cup S'}(A) + R_j^{S''}(B),
\]
\[
R_i^{S'' \cup S_3}(C) = \sum_{l \in S''_i \cup S_3} |c_{li}| = \sum_{l \notin S''_i \cup S_3} |a_{li}| + \sum_{l \in S''_i \cup S_3} |b_{l-t,t-t'}| \\
\leq R_i^{S''}(A) + R_i^{S''}(B),
\]
\[
|c_{jj}| = |a_{jj} + b_{j-t,j-t'}| = |a_{jj}| + |b_{j-t,j-t'}|.
\]

Therefore we can write
\[
(|c_{ii}| - R_i^{S_1 \cup S'}(C))(|c_{jj}| - R_j^{S'' \cup S_3}(C)) \\
= (|a_{ii}| + b_{i-t,i-t'}) - R_i^{S_1 \cup S'}(C)(|a_{jj}| + b_{j-t,j-t'}) - R_j^{S'' \cup S_3}(C).
\]

Now observe that:
\[
|a_{ii} + b_{i-t,i-t'}| - R_i^{S_1 \cup S'}(C) \geq |a_{ii}| - R_i^{S_1 \cup S'}(A) + |b_{i-t,i-t'}| - R_i^{S''}(B),
\]
\[
|a_{jj} + b_{j-t,j-t'}| - R_j^{S'' \cup S_3}(C) \geq |a_{jj}| - R_j^{S''}(A) + |b_{j-t,j-t'}| - R_j^{S''}(B),
\]
and from condition (3.6) we can write the inequality
\[|a_{ii}| - R_i(A) = |a_{ii}| - (R_i^{S_i\cup S'}(A) + R_i^{S''}(A)) > R_{i-t}(B) - |b_{i-t,i-t}|.\]
Therefore
\[|a_{ii}| - R_i^{S_i\cup S'}(A) > R_i^{S''}(A) + R_{i-t}(B) - |b_{i-t,i-t}|,\]
\[|a_{jj}| - R_j^{S''}(A) > R_j^{S_i\cup S'}(A) + R_{j-t}(B) - |b_{j-t,j-t}|,\]
\[R_{i-t}(B) = R_i^{S'}(B) + R_i^{S''\cup S_3}(B),\]
\[R_{j-t}(B) = R_j^{S'}(B) + R_j^{S''\cup S_3}(B),\]
which jointly with (3.7) and (3.8) lead to the inequality
\[\left(|c_{ii}| - R_i^{S_i\cup S'}(C))|c_{jj}| - R_j^{S''\cup S_3}(C)\right)\]
\[> (R_i^{S''}(A) + R_i^{S''\cup S_3}(A)) (R_j^{S_i\cup S'}(A) + R_j^{S''}(B))\]
\[\geq R_i^{S''\cup S_3}(C) R_j^{S_i\cup S'}(C).\]

Therefore condition 2) of Definition 3.2 is fulfilled and the proof for the case \(\forall i \in S', j \in S''\) is completed.

For the case \(\forall i \in S', j \in S_3\), we have from equation (2.3) that
\[|c_{ii}| = |a_{ii} + b_{i-t,i-t}|, |c_{jj}| = |b_{j-t,j-t}|,\]
\[R_j^{S''\cup S_3}(C) = \sum_{j \neq i, i \in S'' \cup S_3} |c_{ij}| + \sum_{j \neq i, i \in S'' \cup S_3} |b_{i-t,i-t}| = R_j^{S''\cup S_3}(B),\]
\[R_j^{S_i\cup S'}(C) = \sum_{i \in S_i \cup S'} |c_{ij}| + \sum_{i \in S_i \cup S'} |b_{j-t,j-t}| = R_j^{S''}(B).\]

Note that \(B\) is an SDD matrix, then we have
\[\left(|c_{ii}| - R_i^{S_i\cup S'}(C))|c_{jj}| - R_j^{S''\cup S_3}(C)\right)\]
\[> (|a_{ii}| - R_i^{S_i\cup S'}(A) + |b_{i-t,i-t}| - R_i^{S''}(B)) R_j^{S''}(B)\]
\[\geq R_i^{S''\cup S_3}(C) R_j^{S_i\cup S'}(C).\]

Therefore condition 2) is fulfilled. Condition 1) also holds, since as before, we have
\[|c_{ii}| - R_i^{S_i\cup S'}(C) \geq |a_{ii} + b_{i-t,i-t}| - R_i^{S_i\cup S'}(A) - R_i^{S''}(B) > 0.\]

The proof for the rest of cases \(\forall i \in S_1, j \in S''\) and \(\forall i \in S_1, j \in S_3\) are already included in the paper of Bru, Pedroche, and Szyld [3].

**Example 3.15.** In this example we show a matrix \(A\) that is an S-SDD matrix with \(\text{card}(S) > \text{card}(S_1)\), a matrix \(B\) that is an SDD matrix, and such that the 3-subdirect sum \(C\) is an S-SDD matrix. Let
Here we have $S_1=\{1\}$, $S_2=\{2,3,4\}$, $S_3=\{5\}$. It is easy to show that $A$ is an $S$-SDD matrix, with $S=\{1,2\}$, and therefore $\text{card}(S)>\text{card}(S_1)$. Since $B$ is an SDD matrix and

$$|a_{ii}| - R_i(A) > R_{i-t}(B) - |b_{i-t,i-t}|, \text{ for all } i \in S_2,$$

with $t = m_1 - k = 4 - 3 = 1$ and $\tilde{S} = \{3,4,5\}$, we have that the 3-subdirect sum

$$C = A \oplus_3 B = \begin{bmatrix} 1.0 & -0.3 & -0.4 & -0.5 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ 0.9 & 3.6 & -0.2 & -1.0 & -0.1 \\ -0.1 & 0.4 & 4.2 & -0.6 & -0.5 \\ -0.1 & -1.4 & -0.2 & 4.4 & -0.9 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & -0.6 & -0.1 & -0.1 & 2.3 \end{bmatrix}$$

is a $\{1,2\}$-SDD matrix, according to Theorem 3.14.

**Acknowledgment.** The authors would like to thank the referee and the editor, Professor D.B. Szyld, very much for their detailed and helpful suggestions for revising this manuscript.

**REFERENCES**


