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#### Abstract

The Kreĭn-Langer integral representation of a matrix-valued generalized Nevanlinna function arises in problems of spectral theory and interpolation. A version of this formula which is suitable for such problems, and a corresponding Stieltjes inversion formula, are derived. Some classes of generalized Nevanlinna functions which are defined in terms of behavior at infinity are characterized in terms of their integral representations.
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1. Introduction. The Krĕ̆n-Langer integral representation of a generalized Nevanlinna function extends the classical Nevanlinna representation of a function which is analytic and has nonnegative imaginary part in the upper half-plane. The representation is due to Krĕ̆n and Langer [5] in the scalar case and Daho and Langer [2] for matrix-valued functions. In this paper, we take [2] as our starting point and write the result in an alternative form which is closer to the scalar case. It is this form that we shall use in another place to solve spectral and interpolation problems from the viewpoint of operator identities [10, 11]. We also derive a Stieltjes inversion formula and characterize some subclasses.

Throughout the paper we fix a positive integer $m$. For any nonnegative integer $\varkappa$, the generalized Nevanlinna class $\mathbf{N}_{\varkappa}$ is the set of meromorphic $m \times m$ matrixvalued functions $v(z)$ on the union $\mathbb{C}_{+} \cup \mathbb{C}_{-}$of the upper and lower half-planes such that $v(\bar{z})^{*}=v(z)$ and the kernel

$$
K(z, \zeta)=\frac{v(z)-v(\zeta)^{*}}{z-\bar{\zeta}}
$$

has $\varkappa$ negative squares. The latter condition means that for any finite set of points $z_{1}, \ldots, z_{n}$ in the domain of analyticity of $v(z)$ and vectors $c_{1}, \ldots, c_{n}$ in $\mathbb{C}^{m}$, the matrix

$$
\left[c_{k}^{*} K\left(z_{j}, z_{k}\right) c_{j}\right]_{j, k=1}^{n}
$$

has at most $\varkappa$ negative eigenvalues, and at least one such matrix has exactly $\varkappa$ negative eigenvalues (counting multiplicity). A generalized Nevanlinna function has at most a finite number of nonreal poles $[2,5]$.

It is well known that $\mathbf{N}_{0}$ reduces to the classical Nevanlinna class. The Nevanlinna representation of a function $v(z)$ in $\mathbf{N}_{0}$ has the form

$$
\begin{equation*}
v(z)=A+B z+\int_{-\infty}^{\infty}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right] d \tau(t) \tag{1.1}
\end{equation*}
$$

[^0]
## ELA

where $\tau(t)$ is a nondecreasing $m \times m$ matrix-valued function such that the integral

$$
\int_{-\infty}^{\infty} \frac{d \tau(t)}{1+t^{2}}
$$

is convergent and $A=A^{*}$ and $B \geq 0$ are constant matrices. The Stieltjes inversion formula

$$
\begin{equation*}
\tau(b)-\tau(a)=\lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} \operatorname{Im} v(t+i y) d t \tag{1.2}
\end{equation*}
$$

recovers the increments of $\tau(t)$ for any points $a, b$ of continuity of $\tau(t)$.
The Krĕn-Langer representation (2.1) generalizes (1.1) to $\mathbf{N}_{\varkappa}$ for any $\varkappa \geq 0$. In place of the nondecreasing function $\tau(t)$ on $(-\infty, \infty)$ in (1.1), in (2.1) we use a function $\tau(t)$ which is nondecreasing on each of the open subintervals of $(-\infty, \infty)$ determined by a finite number $\alpha_{1}, \ldots, \alpha_{r}$ of real points. The Stieltjes inversion formula (1.2) holds on each of these subintervals. We deduce this formula in matrix form, namely,

$$
\begin{equation*}
\int_{a}^{b} f(t) d \tau(t) g(t)=\lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} f(t)[\operatorname{Im} v(t+i y)] g(t) d t \tag{1.3}
\end{equation*}
$$

where $f(t)$ and $g(t)$ are any continuous matrix-valued functions on $[a, b]$ of compatible orders and $a, b$ are points of continuity of $\tau(t)$.

In the case of scalar-valued functions $(m=1)$, it is a simple matter to rewrite the original form of the Kreĭn-Langer representation [5] in the form (2.1). In the matrix case, this is less clear, and in Section 2 we give an explicit proof based on a fundamental result in Daho and Langer [2]. The Stieltjes inversion formula is derived in a matrix version in Section 3. In Section 4 we characterize some subclasses of $\mathbf{N}_{\varkappa}$ in terms of the representation (2.1). These classes arise naturally in applications, which will appear separately, that generalize results of A. L. Sakhnovich [9] and our previous papers [7, 8].

Integrals that appear in the paper are interpreted in the Stieltjes sense. Let $\tau(t)$ be a nondecreasing $m \times m$ matrix-valued function on a closed and bounded interval [ $a, b]$, and let $f(t)$ and $g(t)$ be continuous matrix-valued functions of orders $p \times m$ and $m \times q$ on the interval. We define

$$
\int_{a}^{b} f(t)[d \tau(t)] g(t)=\lim \sum f\left(t_{k}^{*}\right)\left[\tau\left(t_{k}\right)-\tau\left(t_{k-1}\right)\right] g\left(t_{k}^{*}\right)
$$

where the $t_{k}$ are the division points of a finite partition of $[a, b], t_{k}^{*}$ is a point in the $k$-th subinterval, and the limit is taken as the mesh of the partition tends to zero. The definition is extended to arbitrary bounded or unbounded intervals $\Delta$, closed or not, by approximation. Elementary properties of the integral are assumed. We only note the estimate

$$
\begin{equation*}
\left\|\int_{\Delta} f(t)[d \tau(t)] g(t)\right\| \leq \int_{\Delta}\|f(t)\|\|g(t)\| d[\operatorname{tr} \tau(t)] \tag{1.4}
\end{equation*}
$$

where $\operatorname{tr} M$ is the trace of a square matrix $M$. Integrals of the type

$$
\int_{\Delta} f_{0}(t) d \tau(t)
$$

where $f_{0}(t)$ is scalar valued, are included by writing $f(t)=f_{0}(t) I_{m}$ and $g(t)=I_{m}$.
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On the Kreĭn-Langer Integral Representation of Generalized Nevanlinna Functions
2. The Kreı̆n-Langer representation. Our version of the Kreĭn and Langer generalization of (1.1) takes the following form.

Theorem 2.1. Let $v(z)$ be an $m \times m$ matrix-valued meromorphic function such that $v(\bar{z})^{*}=v(z)$ on $\mathbb{C}_{+} \cup \mathbb{C}_{-}$. A necessary and sufficient condition that $v(z)$ belong to some class $\mathbf{N}_{\varkappa}$ is that it can be written in the form

$$
\begin{align*}
v(z)=\int_{-\infty}^{\infty} & {\left[\frac{1}{t-z}-\sum_{j=0}^{r} S_{j}(t, z)\right] d \tau(t) }  \tag{2.1}\\
& +R_{0}(z)-\sum_{j=1}^{r} R_{j}\left(\frac{1}{z-\alpha_{j}}\right) \\
& -\sum_{k=1}^{s}\left[M_{k}\left(\frac{1}{z-\beta_{k}}\right)+M_{k}\left(\frac{1}{\bar{z}-\beta_{k}}\right)^{*}\right]
\end{align*}
$$

where $\alpha_{1}, \ldots, \alpha_{r} \in(-\infty, \infty)$ and $\beta_{1}, \ldots, \beta_{s} \in \mathbb{C}_{+}$are distinct numbers, and
$\left(1^{\circ}\right)$ the real line is a union of sets $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{r}$ such that $\Delta_{1}, \ldots, \Delta_{r}$ are bounded open intervals containing $\alpha_{1}, \ldots, \alpha_{r}$ and having disjoint closures, $\Delta_{0}$ is their complement, and

$$
\begin{aligned}
\frac{1}{t-z}-S_{j}(t, z) & =\frac{1}{t-z}\left(\frac{t-\alpha_{j}}{z-\alpha_{j}}\right)^{2 \rho_{j}} \quad \text { on } \Delta_{j}, \quad j=1, \ldots, r \\
\frac{1}{t-z}-S_{0}(t, z) & =\frac{1+t z}{t-z} \frac{\left(1+z^{2}\right)^{\rho_{0}}}{\left(1+t^{2}\right)^{\rho_{0}+1}} \quad \text { on } \Delta_{0}
\end{aligned}
$$

for some positive integers $\rho_{1}, \ldots, \rho_{r}$ and a nonnegative integer $\rho_{0}$;
$\left(2^{\circ}\right) \tau(t)$ is an $m \times m$ matrix-valued function which is nondecreasing on each of the $r+1$ open intervals of the real line determined by the points $\alpha_{1}, \ldots, \alpha_{r}$ such that the integral

$$
\int_{-\infty}^{\infty} \frac{\left(t-\alpha_{1}\right)^{2 \rho_{1}} \cdots\left(t-\alpha_{r}\right)^{2 \rho_{r}}}{\left(1+t^{2}\right)^{\rho_{1}+\cdots+\rho_{r}}} \frac{d \tau(t)}{\left(1+t^{2}\right)^{\rho_{0}+1}}
$$

converges;
$\left(3^{\circ}\right)$ for each $j=0,1, \ldots, r, R_{j}(z)$ is a polynomial of degree at most $2 \rho_{j}+1$, having selfadjoint $m \times m$ matrix coefficients, such that if a term of maximum degree $C_{j} z^{2 \rho_{j}+1}$ is present then $C_{j} \geq 0$, and $R_{1}(0)=\cdots=R_{r}(0)=0$;
$\left(4^{\circ}\right)$ for each $k=1, \ldots, s, M_{k}(z)$ is a polynomial $\not \equiv 0$ with $m \times m$ matrix coefficients such that $M_{k}(0)=0$.

The proof shows that $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{r}$ can be chosen arbitrarily so long as the conditions in $\left(1^{\circ}\right)$ are met. If $v(z) \in \mathbf{N}_{\varkappa}, \rho_{0}, \rho_{1}, \ldots, \rho_{r}$ can be chosen such that $\rho_{0}+\rho_{1}+\cdots+\rho_{r} \leq \varkappa$. Then if $\varkappa=0, r=s=0, \rho_{0}=0$, and (2.1) reduces to (1.1).

The convergence terms in (2.1) are given explicitly by

$$
\begin{aligned}
& S_{j}(t, z)=-\sum_{p=0}^{2 \rho_{j}-1} \frac{\left(t-\alpha_{j}\right)^{p}}{\left(z-\alpha_{j}\right)^{p+1}} \chi_{\Delta_{j}}(t), \quad j=1, \ldots, r, \\
& S_{0}(t, z)=\left\{(t+z) \sum_{p=0}^{\rho_{0}-1} \frac{\left(1+z^{2}\right)^{p}}{\left(1+t^{2}\right)^{p+1}}+t \frac{\left(1+z^{2}\right)^{\rho_{0}}}{\left(1+t^{2}\right)^{\rho_{0}+1}}\right\} \chi_{\Delta_{0}}(t) .
\end{aligned}
$$

Theorem 2.2 (Daho and Langer [2], Proposition 2.1). Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$. If $v(z)$ is holomorphic at $z_{0}=i y_{0}, y_{0}>0$, then

$$
\begin{align*}
v(z)= & \frac{1}{\prod_{j=1}^{q}\left(z-\gamma_{j}\right)^{\rho_{j}}\left(z-\bar{\gamma}_{j}\right)^{\rho_{j}}} \cdot  \tag{2.2}\\
& \cdot\left\{\left(z^{2}+y_{0}^{2}\right)^{\rho} \int_{-\infty}^{\infty} \frac{t z+y_{0}^{2}}{t-z} d \sigma(t)+\sum_{\ell=0}^{2 \rho+1} B_{\ell} z^{\ell}\right\},
\end{align*}
$$

where
(1) $q, \rho, \rho_{1}, \ldots \rho_{q}$ are nonnegative integers such that $\rho_{1}+\cdots+\rho_{q} \leq \rho \leq \varkappa$;
(2) $\gamma_{1}, \ldots, \gamma_{q}$ are distinct points in $\mathbb{C}_{+} \cup(-\infty, \infty), \gamma_{j} \neq i y_{0}$ for all $\bar{j}$, and the nonreal points among $\gamma_{1}, \ldots, \gamma_{q}$ coincide with the poles of $v(z)$ in $\mathbb{C}_{+}$;
(3) $\sigma(t)$ is a bounded nondecreasing $m \times m$ matrix-valued function on the real line;
(4) $B_{0}, \ldots, B_{2 \rho+1}$ are selfadjoint $m \times m$ matrices with $B_{2 \rho+1} \geq 0$.

The converse is also true and proved in [2, p. 280]. In fact, the argument there shows that

$$
\begin{equation*}
v(z)=\frac{1}{q(z) q(\bar{z})^{*}}\left\{p(z) p(\bar{z})^{*} v_{0}(z)+R(z)\right\} \tag{2.3}
\end{equation*}
$$

belongs to some class $\mathbf{N}_{\varkappa}$ whenever $v_{0}(z)$ belongs to $\mathbf{N}_{0}, p(z)$ and $q(z)$ are polynomials, and $R(z)$ is a polynomial with selfadjoint $m \times m$ matrix coefficients. Factorizations of the form (2.3) play an important role in the theory and have been studied in a series of recent papers, including, for example, $[3,4,6]$. Such factorizations yield an exact description of the number of negative squares, which is lacking in our approach.

Proof of Theorem 2.1, necessity. Assume that $v(z) \in \mathbf{N}_{\varkappa}$. We first reduce to the case where $v(z)$ is holomorphic on $\mathbb{C}_{+} \cup \mathbb{C}_{-}$. Since $v(z)$ has at most a finite number of nonreal poles and $v(z)=v(\bar{z})^{*}$, if there are nonreal poles we can write $v(z)=v_{1}(z)+v_{2}(z)$, where $v_{1}(z)$ is holomorphic on $\mathbb{C}_{+} \cup \mathbb{C}_{-}$and

$$
v_{2}(z)=-\sum_{k=1}^{s}\left[M_{k}\left(\frac{1}{z-\beta_{k}}\right)+M_{k}\left(\frac{1}{\bar{z}-\beta_{k}}\right)^{*}\right]
$$

for some polynomials $M_{k}(z)=\sum_{\ell=1}^{\sigma_{k}} M_{k \ell} z^{\ell}, k=1, \ldots, s$, as in $\left(4^{\circ}\right)$. A straightforward calculation yields

$$
\frac{v_{2}(z)-v_{2}(\zeta)^{*}}{z-\bar{\zeta}}=\sum_{k=1}^{s} B_{k}(\zeta)^{*}\left[\begin{array}{cc}
0 & H_{k}  \tag{2.4}\\
H_{k}^{*} & 0
\end{array}\right] B_{k}(z)
$$

where for each $k=1, \ldots, s$,

$$
\begin{aligned}
B_{k}(\zeta)^{*} & =\left[\begin{array}{ccccc}
\frac{1}{\bar{\zeta}-\beta_{k}} & \cdots & \frac{1}{\left(\bar{\zeta}-\beta_{k}\right)^{\sigma_{k}}} \frac{1}{\bar{\zeta}-\bar{\beta}_{k}} & \cdots & \frac{1}{\left(\bar{\zeta}-\bar{\beta}_{k}\right)^{\sigma_{k}}}
\end{array}\right] \\
H_{k} & =\left[\begin{array}{ccccc}
M_{k 1} & M_{k 2} & \cdots & M_{k, \sigma_{k}-1} & M_{k, \sigma_{k}} \\
M_{k 2} & M_{k 3} & \cdots & M_{k, \sigma_{k}} & 0 \\
M_{k, \sigma_{k}} & 0 & \cdots & 0 & 0
\end{array}\right]
\end{aligned}
$$
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We deduce that $v_{1}(z) \in \mathbf{N}_{\varkappa_{1}}$ and $v_{2}(z) \in \mathbf{N}_{\varkappa_{2}}$ where $\varkappa_{1}+\varkappa_{2}=\varkappa_{\text {; for example, this }}$ follows by reproducing kernel methods as in [1, Section 1.5].

Thus we may assume that $v(z)$ is holomorphic on $\mathbb{C}_{+} \cup \mathbb{C}_{-}$. Represent $v(z)$ in the form (2.2) with $z_{0}=i$. The numbers $\gamma_{1}, \ldots, \gamma_{q}$ in (2.2) are then all real, and we denote them $\alpha_{1}, \ldots, \alpha_{r}$. The associated nonnegative integers $\rho_{1}, \ldots, \rho_{r}$ may be presumed to be nonzero, since otherwise the corresponding terms play no role and can be omitted. Thus

$$
\begin{equation*}
v(z)=\varphi(z) \int_{-\infty}^{\infty} \frac{1+t z}{t-z} d \sigma(t)+\frac{\sum_{\ell=0}^{2 \rho+1} B_{\ell} z^{\ell}}{\prod_{j=1}^{r}\left(z-\alpha_{j}\right)^{2 \rho_{j}}}, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi(z)=\frac{\left(z^{2}+1\right)^{\rho}}{\prod_{j=1}^{r}\left(z-\alpha_{j}\right)^{2 \rho_{j}}} . \tag{2.6}
\end{equation*}
$$

We show that if $\rho_{0}$ is defined by $\rho_{0}+\rho_{1}+\cdots+\rho_{r}=\rho$, then it is possible to rewrite (2.5) in the form (2.1). To do this, we prove that

$$
\begin{equation*}
v(z) \sim \int_{-\infty}^{\infty}\left[\frac{1}{t-z}-\sum_{j=0}^{r} S_{j}(t, z)\right] d \tau(t) \tag{2.7}
\end{equation*}
$$

where $F_{1}(z) \sim F_{2}(z)$ means that

$$
F_{1}(z)=F_{2}(z)+R_{0}(z)-\sum_{j=1}^{r} R_{j}\left(\frac{1}{z-\alpha_{j}}\right)
$$

for some polynomials $R_{0}(z), \ldots, R_{r}(z)$ as in $\left(3^{\circ}\right)$. The relation $\sim$ is transitive but not reflexive: $F_{1}(z) \sim F_{2}(z)$ and $F_{2}(z) \sim F_{3}(z)$ imply $F_{1}(z) \sim F_{3}(z)$, but $F_{1}(z) \sim F_{2}(z)$ does not have the same meaning as $F_{2}(z) \sim F_{1}(z)$.

We first show that a jump $\sigma_{p}=\sigma\left(\alpha_{p}+0\right)-\sigma\left(\alpha_{p}-0\right)$ at one of the points $\alpha_{1}, \ldots, \alpha_{r}$ in the integral part of (2.5) produces a contribution

$$
\begin{equation*}
\varphi(z) \frac{1+\alpha_{p} z}{\alpha_{p}-z} \sigma_{p} \sim 0 . \tag{2.8}
\end{equation*}
$$

In fact, by a partial fraction decomposition,

$$
\varphi(z) \frac{1+\alpha_{p} z}{\alpha_{p}-z} \sigma_{p}=T_{0}(z)-\sum_{j=1}^{r} T_{j}\left(\frac{1}{z-\alpha_{j}}\right)
$$

where for $j=0, \ldots, r, j \neq p, T_{j}(z)$ is a polynomial of degree at most $2 \rho_{j}$ and $T_{p}(z)$ has degree $2 \rho_{p}+1$ with leading coefficient

$$
\begin{aligned}
\lim _{z \rightarrow \alpha_{p}}\left[-\left(z-\alpha_{p}\right)^{2 \rho_{p}+1}\right. & \left.\varphi(z) \frac{1+\alpha_{p} z}{\alpha_{p}-z} \sigma_{p}\right] \\
& =\lim _{z \rightarrow \alpha_{p}}\left(z-\alpha_{p}\right)^{2 \rho_{p}+1} \frac{\left(1+z^{2}\right)^{\rho}}{\prod_{j=1}^{r}\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \frac{1+\alpha_{p} z}{z-\alpha_{p}} \sigma_{p} \\
& =\frac{\left(1+\alpha_{p}^{2}\right)^{\rho+1}}{\prod_{\substack{r j=1 \\
j \neq p}}^{r}\left(\alpha_{p}-\alpha_{j}\right)^{2 \rho_{j}}} \sigma_{p} \\
& \geq 0
\end{aligned}
$$
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In a similar way, $\sum_{\ell=0}^{2 \rho+1} B_{\ell} z^{\ell} / \prod_{j=1}^{r}\left(z-\alpha_{j}\right)^{2 \rho_{j}} \sim 0$ because $B_{2 \rho+1} \geq 0$. Therefore by (2.5),

$$
\begin{equation*}
v(z) \sim \varphi(z) \int_{-\infty}^{\infty} \frac{1+t z}{t-z} d \sigma(t) \tag{2.9}
\end{equation*}
$$

where without loss of generality we may assume that $\sigma(t)$ is continuous at the points $\alpha_{1}, \ldots, \alpha_{r}$.

Define $\tau(t)$ in the $r+1$ open intervals determined by $\alpha_{1}, \ldots, \alpha_{r}$ so that

$$
d \tau(t)=\varphi(t)\left(1+t^{2}\right) d \sigma(t)
$$

Then $\left(2^{\circ}\right)$ holds by construction. In any way, choose $\Delta_{0}, \ldots, \Delta_{r}$ as in ( $1^{\circ}$ ). By (2.9),

$$
\begin{align*}
v(z) \sim \sum_{j=1}^{r} & \frac{\varphi_{j}(z)}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{1+t z}{t-z} d \sigma(t)  \tag{2.10}\\
& \quad+\left(1+z^{2}\right)^{\rho_{0}} \varphi_{0}(z) \int_{\Delta_{0}} \frac{1+t z}{t-z} d \sigma(t)
\end{align*}
$$

where

$$
\begin{aligned}
& \varphi_{j}(z)=\left(z-\alpha_{j}\right)^{2 \rho_{j}} \varphi(z)=\frac{\left(1+z^{2}\right)^{\rho}}{\prod_{\substack{\ell=1 \\
\ell \neq j}}^{r}\left(z-\alpha_{\ell}\right)^{2 \rho_{\ell}}}, \quad j=1, \ldots, r, \\
& \varphi_{0}(z)=\left(1+z^{2}\right)^{-\rho_{0}} \varphi(z)=\frac{\left(1+z^{2}\right)^{\rho_{1}+\cdots+\rho_{r}}}{\prod_{\ell=1}^{r}\left(z-\alpha_{\ell}\right)^{2 \rho_{\ell}}} .
\end{aligned}
$$

A typical term in the first part of (2.10) is

$$
\begin{aligned}
\frac{\varphi_{j}(z)}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} & \int_{\Delta_{j}} \frac{1+t z}{t-z} d \sigma(t) \\
= & \frac{\varphi_{j}(z)}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right]\left(1+t^{2}\right) d \sigma(t) \\
\sim & \frac{\varphi_{j}(z)}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{1}{t-z}\left(1+t^{2}\right) d \sigma(t) \\
= & \frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{1}{t-z} \varphi_{j}(t)\left(1+t^{2}\right) d \sigma(t) \\
& \quad-\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{\varphi_{j}(t)-\varphi_{j}(z)}{t-z}\left(1+t^{2}\right) d \sigma(t)
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(*)}{\sim} \frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{1}{t-z} \varphi_{j}(t)\left(1+t^{2}\right) d \sigma(t) \\
& =\int_{\Delta_{j}} \frac{1}{t-z}\left(\frac{t-\alpha_{j}}{z-\alpha_{j}}\right)^{2 \rho_{j}} \varphi(t)\left(1+t^{2}\right) d \sigma(t) \\
& =\int_{\Delta_{j}}\left[\frac{1}{t-z}-S_{j}(t, z)\right] d \tau(t) .
\end{aligned}
$$
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To justify $(*)$, form the partial fraction decomposition of $\varphi_{j}(z)$, and then use the identities

$$
\begin{aligned}
\frac{z^{p+1}-t^{p+1}}{z-t} & =\sum_{\mu+\nu=p} t^{\mu} z^{\nu} \\
\frac{1}{z-t}\left[\frac{1}{\left(z-\alpha_{j}\right)^{p}}-\frac{1}{\left(t-\alpha_{j}\right)^{p}}\right] & =-\sum_{\mu+\nu=p+1} \frac{1}{\left(t-\alpha_{j}\right)^{\mu}} \frac{1}{\left(z-\alpha_{j}\right)^{\nu}},
\end{aligned}
$$

to see that

$$
-\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \int_{\Delta_{j}} \frac{\varphi_{j}(t)-\varphi_{j}(z)}{t-z}\left(1+t^{2}\right) d \sigma(t) \sim 0
$$

In a similar way, the last term in (2.10) is

$$
\begin{aligned}
&\left(1+z^{2}\right)^{\rho_{0}} \varphi_{0}(z) \int_{\Delta_{0}} \frac{1+t z}{t-z} d \sigma(t) \\
&=\left(1+z^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{1+t z}{t-z} \varphi_{0}(t) d \sigma(t) \\
& \quad\left(1+z^{2}\right)^{\rho_{0}} \int_{\Delta_{0}}(1+t z) \frac{\varphi_{0}(t)-\varphi_{0}(z)}{t-z} d \sigma(t) \\
& \sim\left(1+z^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{1+t z}{t-z} \varphi_{0}(t) d \sigma(t) \\
&= \int_{\Delta_{0}}\left(1+z^{2}\right)^{\rho_{0}} \frac{1+t z}{t-z} \frac{1}{\left(1+t^{2}\right)^{\rho_{0}+1}} \varphi(t)\left(1+t^{2}\right) d \sigma(t) \\
&= \int_{\Delta_{0}}\left[\frac{1}{t-z}-S_{0}(t, z)\right] d \tau(t)
\end{aligned}
$$

On combining these results, we obtain (2.7) and hence (2.1).
Proof of Theorem 2.1, sufficiency. Assume $v(z)$ is given by (2.1). Then for each $j=1, \ldots, r$,

$$
v_{j}(z)=\int_{\Delta_{j}}\left[\frac{1}{t-z}-S_{j}(t, z)\right] d \tau(t)=\int_{\Delta_{j}} \frac{1}{t-z}\left(\frac{t-\alpha_{j}}{z-\alpha_{j}}\right)^{2 \rho_{j}} d \tau(t)
$$

has the form (2.3) and hence represents a generalized Nevanlinna function. Similarly,

$$
v_{0}(z)=\int_{\Delta_{0}}\left[\frac{1}{t-z}-S_{0}(t, z)\right] d \tau(t)=\int_{\Delta_{0}} \frac{\left(1+z^{2}\right)^{\rho_{0}}}{\left(1+t^{2}\right)^{\rho_{0}+1}} \frac{1+t z}{t-z} d \tau(t)
$$

is a generalized Nevanlinna function. The discrete terms coincide with a rational function with selfadjoint $m \times m$ matrix values on the real axis, and these also have the form (2.3) (since in that formula we can take $v_{0}(z) \equiv 0$ ). Thus $v(z)$ belongs to some class $\mathbf{N}_{\varkappa}$. $\quad$ ]
3. Stieltjes inversion formula. The Krĕ̆n-Langer representation (2.1) of a given generalized Nevanlinna function $v(z)$ is not unique because of the arbitrariness of the choice of sets $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{r}$. But this choice affects only the discrete parts, and the function $\tau(t)$ in (2.1) is unique and can be recovered from $v(z)$ by a Stieltjes inversion formula. We prove this in a matrix form.

TheOrem 3.1. Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$ which is represented in the form (2.1). Let $[a, b]$ be an interval whose endpoints are points of continuity of $\tau(t)$ and which does not contain any point $\alpha_{1}, \ldots, \alpha_{r}$. Then

$$
\begin{equation*}
\lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)] h(t) d t=\int_{a}^{b} g(t)^{*} d \tau(t) h(t) \tag{3.1}
\end{equation*}
$$

for any continuous $\mathbb{C}^{m}$-valued functions $g(t)$ and $h(t)$ on $[a, b]$.
It follows that in (3.1), the vector-valued functions $g(t)$ and $h(t)$ can be replaced by any continuous matrix-valued functions of compatible orders.

Proof of Theorem 3.1 in the case $\varkappa=0$. This case is known, but we include a proof for the sake of completeness.

Let $\mathfrak{S}_{0}$ be the set of $\mathbb{C}^{m}$-valued step functions on $[a, b]$ whose jumps occur at points of continuity of $\tau(t)$. The identity (3.1) holds if $g(t)=h(t)=$ const. by the classical Stieltjes inversion formula. By the polarization identity, it holds if $g(t)$ and $h(t)$ are possibly different constants. Hence by additivity, (3.1) holds for all functions $g(t)$ and $h(t)$ in $\mathfrak{S}_{0}$.

Fix $g(t)$ in $\mathfrak{S}_{0}$, and consider a continuous $\mathbb{C}^{m}$-valued function $h(t)$ on $[a, b]$. Since $h(t)$ is uniformly continuous on the interval, we may choose a sequence $h_{k}(t)$ in $\mathfrak{S}_{0}$ which converges uniformly to $h(t)$ on $[a, b]$. Write

$$
\begin{align*}
& \frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)] h(t) d t-\int_{a}^{b} g(t)^{*} d \tau(t) h(t)  \tag{3.2}\\
& =\frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)]\left[h(t)-h_{k}(t)\right] d t \\
& \quad+\left\{\frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)] h_{k}(t) d t-\int_{a}^{b} g(t)^{*} d \tau(t) h_{k}(t)\right\} \\
& \quad+\int_{a}^{b} g(t)^{*} d \tau(t)\left[h_{k}(t)-h(t)\right] \\
& =\operatorname{Term} 1+\operatorname{Term} 2+\operatorname{Term} 3
\end{align*}
$$

Let $\varepsilon>0$ be given. In Term 1,

$$
\left|g(t)^{*}[\operatorname{Im} v(t+i y)]\left[h(t)-h_{k}(t)\right]\right| \leq M \operatorname{tr}[\operatorname{Im} v(t+i y)] \cdot\left\|h(t)-h_{k}(t)\right\|
$$

where $M$ is a bound for $g(t)$ on $[a, b]$. Hence for all sufficiently large $k$, Term 1 is less than $\varepsilon / 3$ for all $y$ such that $0<y \leq 1$. Using estimates of the type (1.4), we obtain

$$
\lim _{k \rightarrow \infty} \int_{a}^{b} g(t)^{*} d \tau(t) h_{k}(t)=\int_{a}^{b} g(t)^{*} d \tau(t) h(t)
$$

## ELA

Hence Term 3 is less than $\varepsilon / 3$ for all sufficiently large $k$. Choose $k$ large enough that the first and third terms are less than $\varepsilon / 3$. Then with $k$ fixed we can find $\eta>0$ such that the middle term is less than $\varepsilon / 3$ for $0<y<\eta$. We obtain (3.1) when $g(t)$ is in $\mathfrak{S}_{0}$ and $h(t)$ is continuous.

A similar argument extends (3.1) to arbitrary continuous functions $g(t)$ and $h(t)$ on $[a, b]$.

Lemma 3.2. For any $m \times m$ matrix-valued function $v(z)$ in $\mathbf{N}_{0}, y v(x+i y)$ is bounded in every rectangle $a \leq x \leq b$ and $0<y \leq 1$.

Proof of Lemma 3.2. It is enough to consider the scalar case and

$$
v(z)=\int_{c}^{d} \frac{d \mu(t)}{t-z}
$$

where $-\infty<c<a<b<d<\infty$ and $\mu(t)$ is nondecreasing on $[c, d]$. Then for $z=x+i y$,

$$
y v(z)=\int_{c}^{d} \frac{(t-\bar{z}) y}{|t-z|^{2}} d \mu(t)=\int_{c}^{d}\left[\frac{(t-x) y}{(t-x)^{2}+y^{2}}+\frac{i y^{2}}{(t-x)^{2}+y^{2}}\right] d \mu(t)
$$

so $|y v(z)| \leq \int_{c}^{d}\left[\frac{1}{2}+1\right] d \mu(t)$.
Proof of Theorem 3.1. Write (2.1) in the form

$$
\begin{align*}
v(z)=\sum_{j=0}^{r} & \int_{\Delta_{j}}\left[\frac{1}{t-z}-\sum_{j=0}^{r} S_{j}(t, z)\right] d \tau(t)  \tag{3.3}\\
& +R_{0}(z)-\sum_{j=1}^{r} R_{j}\left(\frac{1}{z-\alpha_{j}}\right) \\
& -\sum_{k=1}^{s}\left[M_{k}\left(\frac{1}{z-\beta_{k}}\right)+M_{k}\left(\frac{1}{\bar{z}-\beta_{k}}\right)^{*}\right] .
\end{align*}
$$

Since changing $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{r}$ only affects the discrete parts, and these parts have selfadjoint values on the $r+1$ real intervals determined by $\alpha_{1}, \ldots, \alpha_{r}$, it is sufficient to prove the result when

$$
\begin{equation*}
v(z)=\int_{\Delta_{j}}\left[\frac{1}{t-z}-S_{j}(t, z)\right] d \tau(t) \tag{3.4}
\end{equation*}
$$

and $[a, b]$ is contained in the interior of $\Delta_{j}$ for some $j=0,1, \ldots, r$.
Suppose first that $j=1, \ldots, r$. By $\left(1^{\circ}\right), v(z)=v_{0}(z) /\left(z-\alpha_{j}\right)^{2 \rho_{j}}$ where

$$
v_{0}(z)=\int_{\Delta_{j}} \frac{d \tau_{j}(t)}{t-z}, \quad d \tau_{j}(t)=\left(t-\alpha_{j}\right)^{2 \rho_{j}} d \tau(t)
$$

Since $a$ and $b$ are points of continuity of $\tau(t)$, they are points of continuity of $\tau_{j}(t)$. Write

$$
\begin{aligned}
\operatorname{Im} v(z) & =\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \operatorname{Im} v_{0}(z)+\frac{1}{2 i}\left[\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}}-\frac{1}{\left(\bar{z}-\alpha_{j}\right)^{2 \rho_{j}}}\right] v_{0}(z)^{*} \\
& =\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}} \operatorname{Im} v_{0}(z)+F(z) .
\end{aligned}
$$

Since

$$
\frac{1}{z-\bar{z}}\left[\frac{1}{\left(z-\alpha_{j}\right)^{2 \rho_{j}}}-\frac{1}{\left(\bar{z}-\alpha_{j}\right)^{2 \rho_{j}}}\right]=-\sum_{\mu+\nu=2 \rho_{j}+1} \frac{1}{\left(z-\alpha_{j}\right)^{\mu}} \frac{1}{\left(\bar{z}-\alpha_{j}\right)^{\nu}}
$$

and $y v_{0}(z)$ is bounded near the real axis by Lemma 3.2, $F(z)$ is bounded for $a \leq x \leq b$ and $0<y \leq 1$. Hence there is a constant $M>0$ such that

$$
\left|g(t)^{*} F(t+i y) h(t)\right| \leq M
$$

for $a \leq t \leq b$ and $0<y \leq 1$. Since $v_{0}(t+i 0)^{*}$ exists a.e.,

$$
\lim _{y \downarrow 0} g(t)^{*} F(t+i y) h(t)=0
$$

a.e. on $[a, b]$. Therefore

$$
\begin{aligned}
& \lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)] h(t) d t \\
&= \lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} \frac{1}{\left(t+i y-\alpha_{j}\right)^{2 \rho_{j}}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t \\
&= \lim _{y \downarrow 0}\left\{\frac{1}{\pi} \int_{a}^{b} \frac{1}{\left(t-\alpha_{j}\right)^{2 \rho_{j}}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t\right. \\
&\left.\quad+\frac{1}{\pi} \int_{a}^{b}\left[\frac{1}{\left(t+i y-\alpha_{j}\right)^{2 \rho_{j}}}-\frac{1}{\left(t-\alpha_{j}\right)^{2 \rho_{j}}}\right] g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t\right\} \\
&= \lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} \frac{1}{\left(t-\alpha_{j}\right)^{2 \rho_{j}}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t \\
&= \int_{a}^{b} \frac{1}{\left(t-\alpha_{j}\right)^{2 \rho_{j}}} g(t)^{*} d \tau_{j}(t) h(t) \\
&= \int_{a}^{b} g(t)^{*} d \tau(t) h(t) .
\end{aligned}
$$

Here we justify the third equality by estimates similar to those used above. The fourth equality follows by the special case $\varkappa=0$ of the theorem, which was proved above.

The case $j=0$ is similar. In this case by $\left(1^{\circ}\right), v(z)=\left(1+z^{2}\right)^{\rho_{0}} v_{0}(z)$, where

$$
\begin{aligned}
v_{0}(z) & =\int_{\Delta_{0}}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right] d \tau_{0}(t) \\
d \tau_{0}(t) & =\frac{d \tau(t)}{\left(1+t^{2}\right)^{\rho_{0}}}, \quad \int_{\Delta_{0}} \frac{d \tau_{0}(t)}{1+t^{2}}<\infty
\end{aligned}
$$

and $a$ and $b$ are also points of continuity of $\tau_{0}(t)$. Write

$$
\begin{aligned}
\operatorname{Im} v(z) & =\left(1+z^{2}\right)^{\rho_{0}} \operatorname{Im} v_{0}(z)+\frac{1}{2 i}\left[\left(1+z^{2}\right)^{\rho_{0}}-\left(1+\bar{z}^{2}\right)^{\rho_{0}}\right] v_{0}(z)^{*} \\
& =\left(1+z^{2}\right)^{\rho_{0}} \operatorname{Im} v_{0}(z)+G(z)
\end{aligned}
$$

Since

$$
\frac{\left(1+z^{2}\right)^{\rho_{0}}-\left(1+\bar{z}^{2}\right)^{\rho_{0}}}{z^{2}-\bar{z}^{2}}=\sum_{\mu+\nu=\rho_{0}-1}\left(1+z^{2}\right)^{\mu}\left(1+\bar{z}^{2}\right)^{\nu}
$$

and $y v_{0}(z)$ is bounded near the real axis by Lemma 3.2, the term $G(z)$ makes no contribution in the limit:

$$
\begin{aligned}
& \lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} g(t)^{*}[\operatorname{Im} v(t+i y)] h(t) d t \\
&= \lim _{y \downarrow 0} \\
& \frac{1}{\pi} \int_{a}^{b}\left(1+(t+i y)^{2}\right)^{\rho_{0}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t \\
&= \lim _{y \downarrow 0}\left\{\frac{1}{\pi} \int_{a}^{b}\left(1+t^{2}\right)^{\rho_{0}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t\right. \\
&\left.\quad+\frac{1}{\pi} \int_{a}^{b}\left[\left(1+(t+i y)^{2}\right)^{\rho_{0}}-\left(1+t^{2}\right)^{\rho_{0}}\right] g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t\right\} \\
&= \lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b}\left(1+t^{2}\right)^{\rho_{0}} g(t)^{*}\left[\operatorname{Im} v_{0}(t+i y)\right] h(t) d t \\
&= \int_{a}^{b}\left(1+t^{2}\right)^{\rho_{0}} g(t)^{*} d \tau_{0}(t) h(t) \\
&= \int_{a}^{b} g(t)^{*} d \tau(t) h(t) .
\end{aligned}
$$

Again we have used the case $\varkappa=0$ of the theorem which was proved above. The result follows.

Corollary 3.3. Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$. Then for any Kreĭn-Langer representation (2.1) of $v(z)$,

$$
\begin{equation*}
\tau(b)-\tau(a)=\lim _{y \downarrow 0} \frac{1}{\pi} \int_{a}^{b} \operatorname{Im} v(t+i y) d t \tag{3.5}
\end{equation*}
$$

for every interval $[a, b]$ which does not contain any point $\alpha_{1}, \ldots, \alpha_{r}$ and whose endpoints are points of continuity of $\tau(t)$.

We note a generalization of Lemma 3.2.
Proposition 3.4. Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$ with KreĭnLanger representation (2.1). Let $[a, b]$ be a closed bounded interval not containing any point $\alpha_{1}, \ldots, \alpha_{r}$. Then $y v(x+i y)$ is bounded for $a \leq x \leq b$ and $0<y \leq 1$.

Proof. As in the proof of Theorem 3.1 we can reduce to the case where $v(z)$ has the form (3.4) and $[a, b]$ is contained in the interior of $\Delta_{j}$ for some $j=0,1, \ldots, r$. As in the argument there, the result follows from the special case $\varkappa=0$ proved in Lemma 3.2.
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4. Characterization of some special classes. We characterize two subclasses of $\mathbf{N}_{\varkappa}$ which are determined by behavior at infinity in terms of their Kreĭn-Langer representations.

Theorem 4.1. Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$. Assume that $v(i y) / y \rightarrow 0$ as $y \rightarrow \infty$. Then the part

$$
\begin{equation*}
\int_{\Delta_{0}}\left[\frac{1}{t-z}-S_{0}(t, z)\right] d \tau(t)+R_{0}(z) \tag{4.1}
\end{equation*}
$$

in the Kreĭn-Langer representation of $v(z)$ can be chosen with $\rho_{0}=0$ and $R_{0}(z)$ constant; that is, this part can be reduced to the form

$$
\begin{equation*}
\int_{\Delta_{0}}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right] d \tau(t)+C_{0} \tag{4.2}
\end{equation*}
$$

where $\int_{\Delta_{0}} d \tau(t) /\left(1+t^{2}\right)$ is convergent and $C_{0}$ is a constant selfadjoint $m \times m$ matrix. Conversely, if (4.1) has the form (4.2), then

$$
\begin{equation*}
v(z) / z \rightarrow 0 \tag{4.3}
\end{equation*}
$$

as $|z| \rightarrow \infty$ in any sector $|x| \leq \delta|y|, \delta>0(z=x+i y)$.
Proof. Without loss of generality, in both the direct and converse statements we can assume that $v(z)$ has the form (4.1). In fact, consider any Kreŭn-Langer representation (2.1). Write this first in the form (3.3) and then

$$
v(z)=v_{1}(z)+\int_{\Delta_{0}}\left[\frac{1}{t-z}-S_{0}(t, z)\right] d \tau(t)+R_{0}(z) .
$$

By examining the parts in $v_{1}(z)$ and using elementary estimates, we see that $z v_{1}(z)=$ $\mathcal{O}(1)$ as $|z| \rightarrow \infty$ in any sector $|x| \leq \delta|y|, \delta>0$. Hence without loss of generality we may assume that $v(z)$ is given by (4.1). Then by $\left(1^{\circ}\right)$, we can write $v(z)$ in the form

$$
\begin{align*}
v(z) & =\left(1+z^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{1+t z}{t-z} \frac{d \tau(t)}{\left(1+t^{2}\right)^{\rho_{0}+1}}+R_{0}(z)  \tag{4.4}\\
& =\left(1+z^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{1+t z}{t-z} d \sigma(t)+R_{0}(z)
\end{align*}
$$

where $\int_{\Delta_{0}} d \sigma(t)$ is convergent, $R_{0}(z)=\sum_{j=0}^{2 \rho_{0}+1} C_{j} z^{j}$ has selfadjoint coefficients, and $C_{2 \rho_{0}+1} \geq 0$.

Now assume that $v(i y) / y \rightarrow 0$ as $y \rightarrow \infty$. By (4.4),

$$
\begin{align*}
& v(i y)=\left\{\left(1-y^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{\left(1-y^{2}\right) t}{t^{2}+y^{2}} d \sigma(t)\right.  \tag{4.5}\\
&\left.+C_{0}-C_{2} y^{2}+\cdots+(-1)^{\rho_{0}} C_{2 \rho_{0}} y^{2 \rho_{0}}\right\} \\
&+i\left\{\left(1-y^{2}\right)^{\rho_{0}} \int_{\Delta_{0}} \frac{y\left(1+t^{2}\right)}{t^{2}+y^{2}} d \sigma(t)\right. \\
&+C_{1} y-C_{3} y^{3}+\cdots+(-1)^{\rho_{0}-1} C_{2 \rho_{0}-1} y^{2 \rho_{0}-1} \\
&\left.+(-1)^{\rho_{0}} C_{2 \rho_{0}+1} y^{2 \rho_{0}+1}\right\} .
\end{align*}
$$
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On the Kreĭn-Langer Integral Representation of Generalized Nevanlinna Functions
From the imaginary parts of (4.5), we get

$$
\begin{aligned}
& (-1)^{\rho_{0}} \frac{\operatorname{Im}[v(i y) / y]}{y^{2 \rho_{0}}=\frac{\left(y^{2}-1\right)^{\rho_{0}}}{y^{2 \rho_{0}}} \int_{\Delta_{0}} \frac{t^{2}+1}{t^{2}+y^{2}} d \sigma(t)} \begin{array}{l}
\quad+(-1)^{\rho_{0}} \frac{C_{1}-C_{3} y^{2}+\cdots+(-1)^{\rho_{0}-1} C_{2 \rho_{0}-1} y^{2 \rho_{0}-2}}{y^{2 \rho_{0}}} \\
\quad+C_{2 \rho_{0}+1} .
\end{array} .
\end{aligned}
$$

Therefore because $v(i y) / y \rightarrow 0$ as $y \rightarrow \infty, C_{2 \rho_{0}+1}=0$. If already $\rho_{0}=0$, this shows that (4.1) has the form (4.2), and we are done.

Suppose $\rho_{0} \geq 1$. Then we obtain

$$
\begin{aligned}
&(-1)^{\rho_{0}} \frac{\operatorname{Im}[v(i y) / y]}{y^{\rho_{0}-2}}=\frac{\left(y^{2}-1\right)^{\rho_{0}}}{y^{2 \rho_{0}}} \int_{\Delta_{0}} \frac{y^{2}\left(t^{2}+1\right)}{t^{2}+y^{2}} d \sigma(t) \\
& \quad+(-1)^{\rho_{0}} \frac{C_{1} y^{2}-C_{3} y^{4}+\cdots+(-1)^{\rho_{0}-1} C_{2 \rho_{0}-1} y^{2 \rho_{0}}}{y^{2 \rho_{0}}} .
\end{aligned}
$$

Letting $y \rightarrow \infty$, we deduce that $\int_{\Delta_{0}}\left(1+t^{2}\right) d \sigma(t)$ is convergent and

$$
\begin{equation*}
0=\int_{\Delta_{0}}\left(1+t^{2}\right) d \sigma(t)-C_{2 \rho_{0}-1} \tag{4.6}
\end{equation*}
$$

Again by (4.5),

$$
\begin{aligned}
&(-1)^{\rho_{0}+1} \frac{\operatorname{Re}[v(i y) / y]}{y^{2 \rho_{0}-1}}=\frac{\left(y^{2}-1\right)^{\rho_{0}}}{y^{2 \rho_{0}}} \int_{\Delta_{0}} \frac{y^{2}-1}{t^{2}+y^{2}} \frac{t}{1+t^{2}}\left(1+t^{2}\right) d \sigma(t) \\
&+(-1)^{\rho_{0}+1} \frac{C_{0}-C_{2} y^{2}+\cdots+(-1)^{\rho_{0}} C_{2 \rho_{0}} y^{2 \rho_{0}}}{y^{2 \rho_{0}}}
\end{aligned}
$$

Since $\rho_{0} \geq 1$, it follows that

$$
\begin{equation*}
0=\int_{\Delta_{0}} t d \sigma(t)-C_{2 \rho_{0}} \tag{4.7}
\end{equation*}
$$

We can now write (4.4) in the form

$$
\begin{aligned}
v(z)= & \left(1+z^{2}\right)^{\rho_{0}-1} \int_{\Delta_{0}} \frac{1+t z}{t-z}\left[\left(1+z^{2}\right)-\left(1+t^{2}\right)+\left(1+t^{2}\right)\right] d \sigma(t)+R_{0}(z) \\
= & \left(1+z^{2}\right)^{\rho_{0}-1} \int_{\Delta_{0}} \frac{1+t z}{t-z}\left(1+t^{2}\right) d \sigma(t) \\
& \quad\left(1+z^{2}\right)^{\rho_{0}-1} \int_{\Delta_{0}}(1+t z)(t+z) d \sigma(t)+R_{0}(z) \\
& =\left(1+z^{2}\right)^{\rho_{0}-1} \int_{\Delta_{0}} \frac{1+t z}{t-z} d \tilde{\sigma}(t)+\widetilde{R}_{0}(z),
\end{aligned}
$$

where

$$
\begin{aligned}
& d \tilde{\sigma}(t)=\left(1+t^{2}\right) d \sigma(t) \\
& \widetilde{R}_{0}(z)=R_{0}(z)-\left(1+z^{2}\right)^{\rho_{0}-1} \int_{\Delta_{0}}(1+t z)(t+z) d \sigma(t)
\end{aligned}
$$
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By (4.6) and (4.7),

$$
\begin{aligned}
\widetilde{R}_{0}(z)= & R_{0}(z)-\left(1+z^{2}\right)^{\rho_{0}-1}\left[\int_{\Delta_{0}} z\left(1+t^{2}\right) d \sigma(t)\right. \\
& \left.+\int_{\Delta_{0}}\left(1+z^{2}\right) t d \sigma(t)\right] \\
= & C_{0}+C_{1} z+\cdots+C_{2 \rho_{0}-1} z^{2 \rho_{0}-1}+C_{2 \rho_{0}} z^{2 \rho_{0}} \\
& \quad-z\left(1+z^{2}\right)^{\rho_{0}-1} C_{2 \rho_{0}-1}-\left(1+z^{2}\right)^{\rho_{0}} C_{2 \rho_{0}} \\
= & \sum_{j=0}^{2 \rho_{0}-1} \widetilde{C}_{j} z^{j}
\end{aligned}
$$

where $\widetilde{C}_{0}, \ldots, \widetilde{C}_{2 \rho_{0}-1}$ are selfadjoint matrices and $\widetilde{C}_{2 \rho_{0}-1} \geq 0 ;$ in fact,

$$
\widetilde{C}_{2 \rho_{0}-1}=C_{2 \rho_{0}-1}-C_{2 \rho_{0}-1}=0
$$

By repeating this argument if necessary, we obtain a representation (4.1) with $\rho_{0}=0$ and $R_{0}(z)$ constant. This completes the proof of the direct part of the theorem.

Conversely, suppose $v(z)$ has the form (4.2), and so

$$
v(z)=\int_{\Delta_{0}} \frac{1+t z}{t-z} \frac{d \tau(t)}{1+t^{2}}+C_{0}
$$

where $C_{0}$ is a constant selfadjoint matrix. Using the elementary estimate

$$
\begin{equation*}
\left|\frac{t}{t-x-i y}\right| \leq \sqrt{1+\delta^{2}}, \quad|x| \leq \delta|y| \tag{4.8}
\end{equation*}
$$

we obtain (4.3) as $|z| \rightarrow \infty$ in any sector $|x| \leq \delta|y|, \delta>0$.
ThEOREM 4.2. Let $v(z)$ be an $m \times m$ matrix-valued function in $\mathbf{N}_{\varkappa}$. If $y v(i y)=$ $\mathcal{O}(1)$ as $y \rightarrow \infty$, the part (4.1) in the Kreĭn-Langer representation can be reduced to the form

$$
\begin{equation*}
\int_{\Delta_{0}} \frac{d \sigma(t)}{t-z} \tag{4.9}
\end{equation*}
$$

where $\int_{\Delta_{0}} d \sigma(t)$ is convergent. Conversely, if (4.1) has the form (4.9), then

$$
\begin{equation*}
z v(z)=\mathcal{O}(1) \tag{4.10}
\end{equation*}
$$

as $|z| \rightarrow \infty$ in any sector $|x| \leq \delta|y|, \delta>0(z=x+i y)$.
Proof. Let $y v(i y)=\mathcal{O}(1)$ as $y \rightarrow \infty$. As in the proof of Theorem 4.1, we may assume that $v(z)$ is given by (4.1). Then by Theorem 4.1, we can further assume that

$$
v(z)=\int_{\Delta_{0}}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right] d \tau(t)+C_{0},
$$

where $\int_{\Delta_{0}} d \tau(t) /\left(1+t^{2}\right)$ is convergent and $C_{0}$ is a constant selfadjoint $m \times m$ matrix. Equivalently,

$$
v(z)=\int_{\Delta_{0}} \frac{1+t z}{t-z} d \tilde{\sigma}(t)+C_{0}
$$

where $\int_{\Delta_{0}} d \tilde{\sigma}(t)=\int_{\Delta_{0}} d \tau(t) /\left(1+t^{2}\right)$ is convergent. Since

$$
y \operatorname{Im} v(i y)=\int_{\Delta_{0}} \frac{y^{2}\left(1+t^{2}\right)}{t^{2}+y^{2}} d \tilde{\sigma}(t)
$$

is $\mathcal{O}(1)$ as $y \rightarrow \infty, \int_{\Delta_{0}}\left(1+t^{2}\right) d \tilde{\sigma}(t)$ is convergent. Hence

$$
\begin{aligned}
v(z) & =\int_{\Delta_{0}} \frac{1+t z}{t-z} \frac{1}{1+t^{2}}\left(1+t^{2}\right) d \tilde{\sigma}(t)+C_{0} \\
& =\int_{\Delta_{0}}\left[\frac{1}{t-z}-\frac{t}{1+t^{2}}\right] d \sigma(t)+C_{0} \\
& =\int_{\Delta_{0}} \frac{d \sigma(t)}{t-z}+\widetilde{C}_{0},
\end{aligned}
$$

where $\int_{\Delta_{0}} d \sigma(t)=\int_{\Delta_{0}}\left(1+t^{2}\right) d \tilde{\sigma}(t)$ is convergent and

$$
\widetilde{C}_{0}=C_{0}-\int_{\Delta_{0}} \frac{t}{1+t^{2}} d \sigma(t)
$$

The condition $y v(i y)=\mathcal{O}(1)$ as $y \rightarrow \infty$ implies that $\widetilde{C}_{0}=0$, and the direct part follows.

Converselly, if the part (4.1) in the Krĕ̆n-Langer representation of $v(z)$ has the form (4.9), then

$$
z v(z)=\int_{\Delta_{0}} \frac{z}{t-z} d \sigma(t)=\int_{\Delta_{0}}\left[\frac{t}{t-z}-1\right] d \sigma(t)
$$

and we obtain (4.10) by (4.8).

## REFERENCES

[1] D. Alpay, A. Dijksma, J. Rovnyak, and H. S. V. de Snoo. Schur functions, operator colligations, and reproducing kernel Pontryagin spaces. Oper. Theory Adv. Appl., vol. 96, Birkhäuser Verlag, Basel, 1997.
[2] K. Daho and H. Langer. Matrix functions of the class $N_{\kappa}$. Math. Nachr., 120:275-294, 1985.
[3] V. Derkach, S. Hassi, and H. de Snoo. Operator models associated with Kac subclasses of generalized Nevanlinna functions. Methods Funct. Anal. Topology, 5(1):65-87, 1999.
[4] A. Dijksma, H. Langer, A. Luger, and Yu. Shondin. A factorization result for generalized Nevanlinna functions of the class $N_{\kappa}$. Integral Equations Operator Theory, 36(1):121-125, 2000.
[5] M. G. Kreĭn and H. Langer. Über einige Fortsetzungsprobleme, die eng mit der Theorie hermitescher Operatoren im Raume $\Pi_{\kappa}$ zusammenhängen. I. Einige Funktionenklassen und ihre Darstellungen. Math. Nachr., 77:187-236, 1977.
[6] A. Luger. A factorization of regular generalized Nevanlinna functions. Integral Equations Operator Theory, 43(3):326-345, 2002.
[7] J. Rovnyak and L. A. Sakhnovich. Spectral problems for some indefinite cases of canonical differential equations. J. Operator Theory, to appear.
[8] ._ Some indefinite cases of spectral problems for canonical systems of difference equations. Linear Algebra Appl., 343/344:267-289, 2002.
[9] A. L. Sakhnovich. Modification of V. P. Potapov's scheme in the indefinite case. Matrix and operator valued functions. Oper. Theory Adv. Appl., vol. 72, Birkhäuser, Basel, 1994, pp. 185-201.
[10] L. A. Sakhnovich. Interpolation theory and its applications. Kluwer, Dordrecht, 1997.
[11] _. Spectral theory of canonical differential systems. Method of operator identities. Oper. Theory Adv. Appl., vol. 107, Birkhäuser Verlag, Basel, 1999.


[^0]:    *Received by the editors on 2 November 2003. Accepted for publication on 13 January 2004. Handling Editor: Harm Bart.
    $\dagger$ University of Virginia, Department of Mathematics, P. O. Box 400137, Charlottesville, VA 229044137 (rovnyak@Virginia.EDU). Supported by the National Science Foundation Grant DMS-0100437.
    $\ddagger$ Research Professor, University of Connecticut at Storrs. Address: 735 Crawford Avenue, Brooklyn, NY 11223 (Lev.Sakhnovich@verizon.net). L. A. Sakhnovich thanks the University of Virginia for hospitality during visits when this work was carried out

