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PAIRWISE COMPLETELY POSITIVE MATRICES AND

CONJUGATE LOCAL DIAGONAL UNITARY INVARIANT QUANTUM STATES∗

NATHANIEL JOHNSTON† AND OLIVIA MACLEAN‡

Abstract. A generalization of the set of completely positive matrices called “pairwise completely positive” (PCP) matrices

is introduced. These are pairs of matrices that share a joint decomposition so that one of them is necessarily positive semidefinite

while the other one is necessarily entrywise non-negative. Basic properties of these matrix pairs are explored and several testable

necessary and sufficient conditions are developed to help determine whether or not a pair is PCP. A connection with quantum

entanglement is established by showing that determining whether or not a pair of matrices is pairwise completely positive is

equivalent to determining whether or not a certain type of quantum state, called a conjugate local diagonal unitary invariant

state, is separable. Many of the most important quantum states in entanglement theory are of this type, including isotropic

states, mixed Dicke states (up to partial transposition), and maximally correlated states. As a specific application of these

results, a wide family of states that have absolutely positive partial transpose are shown to in fact be separable.
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1. Introduction. One of the most active areas of modern linear algebra research concerns completely

positive (CP) matrices [4], which are matrices with a positive semidefinite decomposition consisting entirely

of non-negative real numbers (or equivalently, matrices that are the Gram matrix of a set of vectors residing

in the non-negative orthant of Rn) [3, 5]. Completely positive matrices, and their dual cone of copositive

matrices, have received so much attention lately primarily due to their role in mathematical optimization.

In particular, many difficult optimization problems can be rephrased as linear programs with completely

positive or copositive constraints, which shifts all of the difficulty of the optimization problem into the

problem of understanding and characterizing these sets of matrices [6, 12].

Very recently, it was shown that completely positive matrices also play an important role in quantum

information theory, where one of the central research questions asks how to determine whether or not a

quantum state is separable. It was shown in [31, 34] that there is a natural family of states called mixed Dicke

states whose separability is determined exactly by the complete positivity of a closely related matrix. Our

contribution is to generalize the set of completely positive matrices to a set that we call pairwise completely

positive (PCP) matrices, establish the basic properties of these matrix pairs, show that these matrices are

also connected to the separability problem in quantum information theory, and use that connection to make

progress on a question about absolutely separable quantum states.

This paper is organized as follows. In Section 2, we introduce the notation and mathematical prelimi-

naries necessary to discuss these topics more formally. In Section 3, we define pairwise completely positive

matrices, which are the central subject of this paper, and prove some of their basic properties. Some of these
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basic properties of PCP matrices can be viewed as necessary conditions that matrix pairs must satisfy in

order to be PCP, so in Section 4, we flip this around and introduce some sufficient conditions that guarantee

that a pair of matrices is PCP. In Section 5, we show that determining whether or not pairs of matrices are

PCP is equivalent to determining whether or not quantum states that are invariant under the action of local

diagonal unitaries are separable. We present some examples to illustrate how our results apply to families

of states like the isotropic states that are well-known. In Section 6, we show how our results can be applied

to the absolute separability problem, showing that a large family of states that are “absolutely PPT” are

necessarily separable. Finally, we close in Section 7 by discussing some open problems and future directions

for research coming out of this work.

2. Mathematical preliminaries. We use bold letters like v,w ∈ Cn to denote vectors, non-bold

uppercase letters like A,B ∈ Mn(C) to denote matrices, and non-bold lowercase letters like c, d ∈ C to

denote scalars. Subscripts on non-bold letters indicate particular entries of a vector or matrix (e.g., v1, v2, v3

denote the first 3 coordinates of the vector v), while subscripts of bold letters denote particular vectors

(e.g., v1,v2,v3 are three vectors). Double subscripts are sometimes used to denote specific entries of vectors

that are themselves denoted by subscripts (e.g., v3,7 refers to the 7-th entry of the vector v3). Sometimes

it will be convenient to use square brackets to help us denote specific entries of a vector or matrix – for

example, [v]j := vj . We use In to denote the n × n identity matrix and 1 to denote the all-ones vector:

1 := (1, 1, . . . , 1)T .

The Hadamard product of two vectors v,w ∈ Cn or two matrices A,B ∈Mm,n(C) (denoted by v�w or

A�B) is simply their entrywise product: [v�w]j := vjwj for all j and [A�B]i,j := ai,jbi,j for all i, j. We

use standard inequality signs like “≥” and “≤” to denote entrywise inequalities between matrices, and we

use “�” and “�” to denote inequalities in the Loewner partial order on matrices (e.g., A � B means that

A−B is positive semidefinite). The conjugate transpose of a vector v or matrix A is denoted by v∗ or A∗,

respectively, and the (entrywise) complex conjugate is similarly denoted by v or A.

There are two matrix norms that will make frequent appearances throughout this work. The first of

these is the entrywise 1-norm ‖ · ‖1, defined simply via

‖X‖1
def
=

n∑
i,j=1

|xi,j |,

and the other one is the trace norm ‖ · ‖tr, which is the sum of the singular values of the matrix:

‖X‖tr
def
=

n∑
k=1

σk(A).

However, there is another characterization of the trace norm that will also be useful for us, which is as the

smallest possible rank-one decomposition of X:

‖X‖tr = inf

{∑
k

‖xk‖‖yk‖ : X =
∑
k

xky∗k, {xk}, {yk} ⊆ Cn
}
,(2.1)

where the infimum is taken over all rank-one sum decompositions of X. It is worth noting that the singular

value decomposition of X is in fact a rank-one sum decomposition that attains this infimum (i.e., choose

{xk} to be its left singular vectors and {yk} to be its right singular vectors, suitably scaled by the associ-

ated singular values). Also, this characterization of the trace norm immediately gives the following simple
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relationship with the entrywise 1-norm:

‖X‖tr = inf

{∑
k

‖xk‖‖yk‖ : X =
∑
k

xky∗k

}
≤

n∑
i,j=1

|xi,j | = ‖X‖1,(2.2)

where the inequality comes from choosing the näıve rank-one sum decomposition of X in terms of the

standard basis vectors {ei}:

X =

n∑
i,j=1

xi,jeie
∗
j .

It follows that the quantity ‖X‖1 − ‖X‖tr is always non-negative. Furthermore, it can roughly be

thought of as a measure of how far away from being diagonal X is. For example, if X is diagonal then

‖X‖1 − ‖X‖tr = 0, whereas if X is the all-ones matrix then ‖X‖1/‖X‖tr = n, which is as large as possible.

In fact, if X is positive semidefinite then this quantity is simply the sum of the absolute values of the off-

diagonal entries of X: ‖X‖1 − ‖X‖tr =
∑
i6=j |xi,j |. This quantity is of interest in quantum information

theory, and is called the `1-norm of coherence [2].

3. Definition and basic results. A matrix X ∈Mn(R) is called completely positive [5] if there exists

an entrywise non-negative matrix V ∈Mn,m(R) (with m arbitrary) such that X = V V ∗. Equivalently, there

exist entrywise non-negative vectors {vk} ⊆ Rn (which are the columns of V ) such that

X =

m∑
k=1

vkv∗k.

In particular, completely positive matrices are (by construction) both positive semidefinite and entrywise

non-negative. The main purpose of this paper is to introduce and explore the following generalization of this

concept:

Definition 3.1. Suppose X,Y ∈ Mn(C). We say that the pair (X,Y ) is pairwise completely positive

(or PCP for short) if there exist matrices V,W ∈Mn,m(C) (with m arbitrary) such that

X = (V �W )(V �W )∗ and Y = (V � V )(W �W )∗.

Equivalently, (X,Y ) is PCP if there exist families of vectors {vk}, {wk} ⊆ Cn (which are the columns of V

and W , respectively) such that

X =

m∑
k=1

(vk �wk)(vk �wk)
∗

and Y =

m∑
k=1

(vk � vk)(wk �wk)
∗
.(3.3)

In a sense, each of the matrices X and Y in the above definition captures a “piece” of the complete

positivity property. While X is (by construction) positive semidefinite, it need not be entrywise non-

negative, and similarly Y is clearly entrywise non-negative, but is not necessarily positive semidefinite (or

even symmetric). There are also a few other easily-checkable properties that X and Y must satisfy in order

to have a chance at being pairwise completely positive, some of which are not obvious. We summarize these

properties in the following theorem.
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Theorem 3.2. Suppose X,Y ∈Mn(C) are such that (X,Y ) is pairwise completely positive. Then each

of the following conditions hold:

a) X is (Hermitian) positive semidefinite.

b) Y is real and entrywise non-negative.

c) X and Y have the same diagonal entries: xi,i = yi,i for all 1 ≤ i ≤ n.

d) Y is “almost” entrywise larger than X: |xi,j |2 ≤ yi,jyj,i for all 1 ≤ i, j ≤ n.

e) X is “more diagonal” than Y : ‖X‖1 − ‖X‖tr ≤ ‖Y ‖1 − ‖Y ‖tr.

Before proving the above result, it is perhaps worth noting that if Y is symmetric then part (d) of this

theorem says exactly that Y is entrywise larger than X: yi,j ≥ |xi,j | for all 1 ≤ i, j ≤ n. Also, inequality (2.2)

tells us that the quantities ‖X‖1−‖X‖tr and ‖Y ‖1−‖Y ‖tr in part (e) of the theorem are both non-negative.

Also, since X is necessarily positive semidefinite, we have ‖X‖tr = Tr(X) (but no similar simplification can

be made for ‖Y ‖tr in general).

Proof. We already noted properties (a) and (b), and they follow straightforwardly from the definition

of PCP matrices.

For property (c), note that if (X,Y ) is PCP then we can compute the diagonal entries of X and Y in

terms of the entries of the vectors {vk} and {wk}:

xi,i =
∑
k

[
(vk �wk)(vk �wk)

∗]
i,i

=
∑
k

|vk,i|2|wk,i|2 and

yi,i =
∑
k

[
(vk � vk)(wk �wk)

∗]
i,i

=
∑
k

|vk,i|2|wk,i|2,

which are equal to each other.

For property (d), we again directly compute the relevant entries of X and Y in terms of the entries of

{vk} and {wk}:

xi,j =
∑
k

[
(vk �wk)(vk �wk)

∗]
i,j

=
∑
k

vk,iwk,ivk,jwk,j and

yi,j =
∑
k

[
(vk � vk)(wk �wk)

∗]
i,j

=
∑
k

|vk,i|2|wk,j |2.

The fact that |xi,j |2 ≤ yi,jyj,i is then simply a result of applying the Cauchy-Schwarz inequality to the

vectors

(v1,iw1,j , v2,iw2,j , v3,iw3,j , . . .) and (w1,iv1,j , w2,iv2,j , w3,iv3,j , . . .).

For property (e), we use equation (2.1) to bound ‖Y ‖tr as follows:

‖Y ‖tr ≤
∑
k

‖vk � vk‖‖wk �wk‖.

Thus,

‖Y ‖1 − ‖Y ‖tr ≥

∥∥∥∥∥∑
k

(vk � vk)(wk �wk)∗

∥∥∥∥∥
1

−
∑
k

‖vk � vk‖‖wk �wk‖

=
∑
k

‖vk � vk‖1‖wk �wk‖1 −
∑
k

‖vk � vk‖‖wk �wk‖,
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where the final equality follows from that fact that each term in the sum is entrywise non-negative.

On the other hand,

‖X‖1 − ‖X‖tr =

∥∥∥∥∥∑
k

(vk �wk)(vk �wk)
∗

∥∥∥∥∥
1

−
∑
k

‖(vk �wk)‖2

≤
∑
k

‖(vk �wk)‖21 −
∑
k

‖(vk �wk)‖2,

where the final inequality is just the triangle inequality.

By comparing these expressions for ‖Y ‖1−‖Y ‖tr and ‖X‖1−‖X‖tr, we see that it suffices to prove that

‖(v �w)‖21 − ‖(v �w)‖2 ≤ ‖v � v‖1‖w �w‖1 − ‖v � v‖‖w �w‖

for all v,w ∈ Cn. By using the easily-verified facts that ‖(v �w)‖2 = 〈v � v,w �w〉, ‖v � v‖1 = ‖v‖2,

‖w �w‖1 = ‖w‖2, ‖(v �w)‖1 ≥ |〈v,w〉|, and rearranging slightly, we see that it suffices to show that

‖v � v‖‖w �w‖ − 〈v � v,w �w〉 ≤ ‖v‖2‖w‖2 − |〈v,w〉|2(3.4)

for all v,w ∈ Cn. The proof of this inequality is somewhat involved, so we leave it to the appendix, as

Lemma A.1.

It is worth noting that the inequality (3.4) (i.e., Lemma A.1 in the appendix) is perhaps of independent

interest, as it is a non-trivial strengthening of the Cauchy-Schwarz inequality. Indeed, the Cauchy-Schwarz

inequality itself tells us that the left-hand-side of (3.4) is non-negative, so (3.4) gives a non-negative lower

bound on ‖v‖2‖w‖2 − |〈v,w〉|2 (whereas the Cauchy-Schwarz inequality only gives a lower bound of 0 on

it).

Example 3.3. Let a > 0 be a real number and consider the pair of matrices

X =

1 1 1

1 1 1

1 1 1

 and Y =

 1 a 1/a

1/a 1 a

a 1/a 1

 .
We now determine which values of a result in (X,Y ) being PCP.

It is straightforward to show that (X,Y ) satisfies properties (a), (b), (c), and (d) of Theorem 3.2,

regardless of the value of a > 0. However, direct calculation shows that

‖X‖1 = 9, ‖X‖tr = 3, ‖Y ‖1 =
3(1 + a+ a2)

a
, and ‖Y ‖tr =

1 + a+ a2 + 2|a− 1|
√

1 + a+ a2

a
.

Thus, ‖X‖1 − ‖X‖tr = 9− 3 = 6, whereas

‖Y ‖1 − ‖Y ‖tr =
2(1 + a+ a2 − |a− 1|

√
1 + a+ a2)

a
,

which is strictly less than 6 whenever a 6= 1. Thus, Theorem 3.2(e) tells us that (X,Y ) is not PCP when

a 6= 1. On the other hand, (X,Y ) is PCP when a = 1, since in this case there is a trivial PCP decomposition

of (X,Y ): v1 = w1 = (1, 1, 1)T .
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In the previous example, we saw that (X,Y ) was pairwise completely positive when X = Y was com-

pletely positive. The following theorem shows that this fact holds in general, and thus, pairwise completely

positive matrices are indeed a generalization of completely positive matrices.

Theorem 3.4. Suppose X ∈ Mn(C). Then X is completely positive if and only if (X,X) is pairwise

completely positive.

Proof. For the “only if” direction, suppose X is completely positive. Then there exist entrywise non-

negative vectors {xk} ⊆ Cn such that

X =
∑
k

xkx∗k.

Well, if we define vk = wk =
√

xk (where we understand that this square root is taken entrywise), then it

is straightforward to verify that

X =
∑
k

(vk �wk)(vk �wk)
∗

and X =
∑
k

(vk � vk)(wk �wk)
∗
,

so (X,X) is pairwise completely positive.

For the “if” direction, suppose (X,X) is PCP, so

X =
∑
k

(vk �wk)(vk �wk)
∗

=
∑
k

(vk � vk)(wk �wk)
∗
.

Then for each i 6= j, the (i, j)-entry of X is

xi,j =
∑
k

vi,kwi,kvj,kwj,k =
∑
k

|vi,k|2|wj,k|2, so
∑
k

vi,kwj,k
(
vi,kwj,k − vj,kwi,k

)
= 0.

If we define vectors yi,j = (vi,1wj,1, vi,2wj,2, vi,3wj,3, . . .), then the above equality simply says that〈
yi,j,yi,j − yj,i

〉
= 0 for all i 6= j.

We thus conclude that 〈yi,j,yj,i〉 = ‖yi,j‖2, and a similar argument shows that 〈yi,j,yj,i〉 = ‖yj,i‖2 as well.

The equality condition of the Cauchy-Schwarz inequality then tells us that yi,j = yj,i for all i 6= j. In other

words, vi,kwj,k = vj,kwi,k for all i, j, k. Thus, vk is proportional to wk for all k; there exist scalars {ck} ⊂ C
such that vk = ckwk for all k. Thus,

X =
∑
k

(vk �wk)(vk �wk)
∗

=
∑
k

(ckwk �wk)(ckwk �wk)∗ =
∑
k

|ck|2(wk �wk)(wk �wk)∗,

so X is completely positive, since each vector wk �wk is entrywise non-negative.

Since it is NP-hard to check whether or not a matrix X is completely positive [10], the above result

immediately implies that it is also NP-hard to check pairwise complete positivity of a pair (X,Y ). Geomet-

rically, the set of PCP matrix pairs is also quite similar to the set of completely positive matrices – they

both form convex cones, meaning that any non-negative linear combination of matrices in these sets stay in

these sets:

Lemma 3.5. Suppose c, d ≥ 0 and (X1, Y1) and (X2, Y2) are PCP. Then so is (cX1 + dX2, cY1 + dY2).
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Proof. We just note that if (X1, Y1) and (X2, Y2) have PCP decompositions

X1 = (V1 �W1)(V1 �W1)∗, Y1 = (V1 � V1)(W1 �W1)∗,

X2 = (V2 �W2)(V2 �W2)∗ and Y2 = (V2 � V2)(W2 �W2)∗,

then (cX1 + dX2, cY1 + dY2) has PCP decomposition

cX1 + dX2 = (V �W )(V �W )∗ and cY1 + dY2 = (V � V )(W �W )∗,

where V and W are the block matrices V =
[ √

cV1 |
√
dV2

]
and W =

[
W1 | W2

]
.

The following example illustrates some pairwise completely positive matrices for which X 6= Y .

Example 3.6. Let a, b ∈ R and let Jn ∈Mn(C) be the matrix with all of its entries equal to 1. Consider

the pair of matrices

X = aIn + bJn and Y = bIn + aJn.

In order for the pair (X,Y ) to satisfy property (a) of Theorem 3.2 we need a ≥ 0 and b ≥ −a/n, and for it

to satisfy property (d) we need b ≤ a.

On the other hand, we now show that (X,Y ) is PCP when these inequalities are satisfied (i.e., when

a ≥ 0 and −a/n ≤ b ≤ a). To this end, assume without loss of generality that a = n (otherwise we can just

rescale X and Y so that this is the case). We now construct explicit PCP decompositions of (X,Y ) in the

b = −1 and b = n cases, and pairwise complete positivity on the entire interval −1 ≤ b ≤ n then follows

from convexity.

For the b = −1 case, we first define the quantities

c± =

√
1

2

(
n2 − n+ 2±

√
n4 − 2n3 + n2 + 4n

)
.

It is straightforward to check that these quantities are real for all n ≥ 1 (i.e., the quantities under square

roots are non-negative) and that c+c− = n− 1 and c2+ + c2− = n2 − n+ 2. If we define the vectors

vk =
1√
n

(
(c+ − 1)ek + 1

)
and wk = (c− + 1)ek − 1 for all 1 ≤ k ≤ n

then it is straightforward to check that X and Y have the PCP decomposition

X =

n∑
k=1

(vk �wk)(vk �wk)
∗

and Y =

n∑
k=1

(vk � vk)(wk �wk)
∗
.

In the b = n case, we note that X = Y so by Theorem 3.4 it suffices to show that X is completely

positive. Indeed, it has CP decomposition

X =

n∑
k=1

vkv∗k with vk =

√
n

n+ 2 + 2
√
n+ 1

(
1 + (1 +

√
n+ 1)ek

)
for all 1 ≤ k ≤ n.

It is also worth noting a few ways in which we can modify or combine PCP matrix pairs without breaking

the PCP property. In particular, if D is an entrywise non-negative diagonal matrix and P is a permutation

matrix then:
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• If (X,Y ) is PCP then so are (DXD∗, DY D∗) and (PXP ∗, PY P ∗).

• If (X1, Y1) and (X2, Y2) are PCP then so is (X1 +X2, Y1 + Y2).

The above properties all follow immediately from looking at how the given transformation affects the PCP

decomposition of the given pair. There are also a few special cases where it is straightforward to check that a

pair (X,Y ) is pairwise completely positive, and we catalog some of these simple cases here for easy reference.

Lemma 3.7. Suppose X,Y ∈ Mn(C) satisfy conditions (a)–(c) of Theorem 3.2. If X is diagonal then

(X,Y ) is pairwise completely positive.

Proof. Define families of vectors {vi,j} and {wi,j} by vi,j = ei and wi,j =
√
yi,jej for all 1 ≤ i, j,≤ n. It

is then straightforward to verify that

n∑
i,j=1

(vi,j �wi,j)(vi,j �wi,j)
∗

=

n∑
j=1

(
√
yj,jej)(

√
yj,jej)

∗ = X and

n∑
i,j=1

(vi,j � vi,j)(wi,j �wi,j)
∗ =

n∑
i,j=1

ei(yi,jej)
∗ = Y,

which is a PCP decomposition of (X,Y ).

The above lemma, as well as properties (d) and (e) of Theorem 3.2, all roughly say that if (X,Y ) is

PCP then the off-diagonal portion of Y should be larger than that of X. The following lemma provides yet

another way of making this idea precise, and acts as a sort of converse to Lemma 3.7.

Lemma 3.8. Suppose X,Y ∈ Mn(C) satisfy conditions (a)–(c) of Theorem 3.2 and furthermore that Y

is diagonal. Then (X,Y ) is pairwise completely positive if and only if X is diagonal.

Proof. The “if” direction of this result follows immediately from Lemma 3.7. For the “only if” direction,

suppose (X,Y ) is PCP. Then Theorem 3.2(d) tells us that |xi,j |2 ≤ yi,jyj,i for all 1 ≤ i, j ≤ n. Since Y is

diagonal, we know that yi,j = 0 whenever i 6= j, so xi,j = 0 when i 6= j as well (i.e., X is also diagonal).

As yet another way of making this idea precise that the off-diagonal entries of Y in any PCP pair should

be “large” compared to the off-diagonal entries of X, we note that increasing the off-diagonal entries of Y

can never break the PCP property, nor can increasing the diagonal entries of X and Y by the same amount:

Lemma 3.9. Suppose X,Y, P ∈ Mn(C) are such that (X,Y ) is pairwise completely positive and P is

entrywise non-negative. Then (X + diag(P ), Y + P ) is also pairwise completely positive.

Proof. We just note that (diag(P ), P ) is PCP by Lemma 3.7, and the sum of two PCP pairs is again

PCP, so (X,Y ) + (diag(P ), P ) = (X + diag(P ), Y + P ) is PCP as well.

As an immediately corollary, we get the following slight strengthening of Theorem 3.4:

Corollary 3.10. Suppose X,Y ∈Mn(C) have the same diagonal entries and are such that X is com-

pletely positive and Y ≥ X (where this inequality is meant entrywise). Then (X,Y ) is pairwise completely

positive.

Proof. Follows immediately from combining Lemma 3.9 with Theorem 3.4.
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4. Sufficient conditions. Theorem 3.2 provides several necessary conditions that must be satisfied

in order for a pair (X,Y ) to have a chance of being PCP. In this section, we instead flip this around and

present some sufficient conditions that can be used to show that a pair must be PCP. Keep in mind that

the problem of determining whether or not a matrix pair is PCP is NP-hard, so we do not expect to find

any computationally simple conditions that are both necessary and sufficient.

For our first nontrivial sufficient condition, recall that there is a simple characterization of completely

positive matrices in small dimensions: when n ≤ 4 then X is CP if and only if it is doubly non-negative (see

[5, 26], for example). An analogous result holds for PCP matrices if n = 2.

Theorem 4.1. Suppose X,Y ∈ M2(C). Then (X,Y ) is pairwise completely positive if and only if

conditions (a)–(d) of Theorem 3.2 hold.

Proof. Theorem 3.2 already establishes the “only if” direction, so we only need to prove the “if” direction.

With this in mind, suppose properties (a)–(d) of Theorem 3.2 hold and write

X =

[
x1,1 x2,1

x2,1 x2,2

]
and Y =

[
x1,1 y1,2

y2,1 x2,2

]
.

If x1,1 = 0 then x1,2 = x2,1 = 0 by positive semidefiniteness of X, so X is diagonal, and thus, Lemma 3.7

shows that (X,Y ) is PCP. Similarly, if y1,2 = 0 then property (d) of Theorem 3.2 tells us that x1,2 = x2,1 = 0,

so again X is diagonal and (X,Y ) is PCP. We thus assume from now on that x1,1 6= 0 and y1,2 6= 0, and our

goal is to show that there exist families of vectors {vj}, {wj} ⊆ C2 such that

X =
∑
j

(vj �wj)(vj �wj)
∗ and Y =

∑
j

(vj � vj)(wj �wj)
∗.

To this end, define vectors v1,v2,w1,w2 in terms of the entries of X and Y as follows:

v1 =

[
1
x2,1√
x1,1y1,2

]
, v2 =

[
0

1

]
, w1 =

[√
x1,1√
y1,2

]
, and w2 =

√y2,1 − |x2,1|2
y1,2√

x2,2 − |x2,1|2
x1,1

 ,
where we note that positive semidefiniteness of X ensures that x2,2 − |x2,1|2

x1,1
≥ 0, and property (d) of

Theorem 3.2 ensures that y2,1 − |x2,1|2
y1,2

≥ 0.

Then direct computation shows that

2∑
j=1

(vj �wj)(vj �wj)
∗ =

[
x1,1 x2,1

x2,1
|x2,1|2
x1,1

]
+

[
0 0

0 x2,2 − |x2,1|2
x1,1

]
= X and

2∑
j=1

(vj � vj)(wj �wj)
∗ =

[
x1,1 y1,2
|x2,1|2
y1,2

|x2,1|2
x1,1

]
+

[
0 0

y2,1 − |x2,1|2
y1,2

x2,2 − |x2,1|2
x1,1

]
= Y,

as desired.

On the other hand, Example 3.3 shows that the above characterization of PCP matrices does not hold for

matrices X,Y ∈ M3(C). We are not able to get a complete necessary and sufficient condition in dimension

3 or larger, but we can prove the following sufficient condition that reduces to that of the above theorem

when n = 2.
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Theorem 4.2. Suppose X,Y ∈ Mn(C) satisfy properties (a)–(c) of Theorem 3.2. For each k =

1, 2, . . . , n define the vectors vk,wk ∈ Cn recursively via the following formulas for their entries:

vk,j =


0 if 1 ≤ j < k

xj,k −
∑k−1
i=1 vi,jwi,jvi,kwi,k√

yk,j −
∑k−1
i=1 |vi,k|2|wi,j |2

if k ≤ j ≤ n and wk,j =

√
yk,j −

∑k−1
i=1 |vi,k|2|wi,j |2

vk,k
.

As long as all of the quantities under square roots above are non-negative and quantities in denominators

are non-zero, the pair (X,Y ) is pairwise completely positive via the decomposition

X =

n∑
k=1

(vk �wk)(vk �wk)
∗

and Y =

n∑
k=1

(vk � vk)(wk �wk)
∗
.

Proof. We just need to show that that claimed decompositions do indeed give us X and Y , which just

boils down to some somewhat tedious computation. For simplicity of notation, we start by defining the

quantities

cj,k =

k−1∑
i=1

vi,jwi,jvi,kwi,k and dk,j =

k−1∑
i=1

|vi,k|2|wi,j |2,

so what we can express xk,j and yk,j more simply as

vk,j =

0 if 1 ≤ j < k
xj,k − cj,k√
yk,j − dk,j

if k ≤ j ≤ n and wk,j =

√
yk,j − dk,j
vk,k

.(4.5)

Let’s start by computing the (j, k)-entry of the claimed decomposition of Y :[
n∑
i=1

(vi � vi)(wi �wi)
∗

]
j,k

=

n∑
i=1

|vi,j |2|wi,k|2 =

j∑
i=1

|vi,j |2|wi,k|2 =

(
j−1∑
i=1

|vi,j |2|wi,k|2
)

+ |vj,j |2|wj,k|2

= dj,k + |vj,j |2|wj,k|2 = dj,k + |vj,j |2
(
yj,k − dj,k
|vj,j |2

)
= yj,k,

where the second equality follows from the fact vi,j = 0 whenever i > j and the second-to-last equality

follows from plugging in the formula (4.5) for wj,k.

Thus, this is indeed a valid PCP decomposition of Y . To see that it similarly gives the correct X, we

similarly compute the (j, k)-entry of the claimed decomposition of X:[
n∑
i=1

(vi �wi)(vi �wi)
∗

]
j,k

=

n∑
i=1

vi,jwi,jvi,kwi,k =

k∑
i=1

vi,jwi,jvi,kwi,k

=

(
k−1∑
i=1

vi,jwi,jvi,kwi,k

)
+ vk,jwk,jvk,kwk,k = cj,k + vk,jwk,jvk,kwk,k,

(4.6)

where the second equality again follows from the fact that vi,k = 0 whenever i > k. Let’s now compute the

final term above (i.e., the term that we pulled out of the sum) by plugging in the formulas (4.5) for vk,j ,



Electronic Journal of Linear Algebra, ISSN 1081-3810
A publication of the International Linear Algebra Society
Volume 35, pp. 156-180, May 2019.

Nathaniel Johnston and Olivia MacLean 166

wk,j , and wk,k:

vk,jwk,jvk,kwk,k =
xj,k − cj,k√
yk,j − dk,j

(√
yk,j − dk,j
vk,k

)(
vk,k

)(√yk,k − dk,k
vk,k

)
=

√
yk,k − dk,k
vk,k

(
xj,k − cj,k

)
,

where the second equality just follows from cancelling terms where possible. If we now plug in the for-

mula (4.5) for vk,k, then we see that this quantity equals

vk,jwk,jvk,kwk,k = (yk,k − dk,k)

(
xj,k − cj,k
xk,k − ck,k

)
= xj,k − cj,k,

where the final equality follows from the facts that yk,k = xk,k and dk,k = ck,k. Finally, plugging this

equation into equation (4.6) gives[
n∑
i=1

(vi �wi)(vi �wi)
∗

]
j,k

= cj,k + vk,jwk,jvk,kwk,k = cj,k + (xj,k − cj,k) = xj,k.

It follows that this this PCP decomposition gives the correct X matrix as well, completing the proof.

We note that the decomposition of the above theorem can be thought of as constructing X and Y one

row at a time. The choice of v1 and w1 give the correct first row of X and Y , then v2 and w2 correct the

second row of X and Y (without affecting the entries in their first row), and so on. For this reason, there

are cases where the above theorem is not able to directly find a PCP decomposition of a pair (X,Y ), but it

is able to find a PCP decomposition for (PXP ∗, PY P ∗) for some permutation matrix P .

Example 4.3. Consider the pair of matrices

X =

 2 1 −1

1 8 1

−1 1 4

 and Y =

2 1 3

2 8 1

1 2 4

 .
If we try to construct a PCP decomposition of (X,Y ) via Theorem 4.2, we get stuck when computing

v2,3 = 3/
√
−2, since it contains a negative number underneath a square root so the theorem does not apply.

To get around this problem, we can conjugate X and Y by the permutation matrix

P =

0 1 0

0 0 1

1 0 0

 .
Then the theorem gives us the following PCP decomposition of (PXP ∗, PY P ∗):

v1 = (
√

8, 1, 1/
√

2)T , w1 = (1, 1/
√

8, 1/2)T ,

v2 = (0,
√

31/8,−3
√

3/4)T , w2 = (
√

8/31, 1, 1/
√

6/31)T ,

v3 = (0, 0, 4
√

3/31)T , w3 = (1/(2
√

6),
√

155/192, 1)T .

Simply permuting the entries of these vectors according to P ∗ then gives us the following PCP decomposition

of (X,Y ):

v1 = (1/
√

2,
√

8, 1)T , w1 = (1/2, 1, 1/
√

8)T ,

v2 = (−3
√

3/4, 0,
√

31/8)T , w2 = (1/
√

6/31,
√

8/31, 1)T ,

v3 = (4
√

3/31, 0, 0)T , w3 = (1, 1/(2
√

6),
√

155/192)T .
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One more sufficient condition for showing that matrices are PCP can be motivated by recalling that every

entrywise non-negative diagonally-dominant matrix (i.e., every matrixX ∈Mn(R) satisfying xj,j ≥
∑
i 6=j xi,j

for all j and xi,j ≥ 0 for all i, j) is completely positive [23]. As a generalization of this fact, it was shown

in [11] that if X is doubly non-negative and its comparison matrix M(X) is positive semidefinite, then X is

completely positive, where the comparison matrix M(X) is constructed by replacing the off-diagonal entries

of X by the negative of their absolute value:

M(X)
def
=


|x1,1| −|x1,2| · · · −|x1,n|
−|x2,1| |x2,2| · · · −|x2,n|

...
...

. . .
...

−|xn,1| −|xn,2| · · · |xn,n|

 .
The following theorem establishes the natural generalization of these facts to pairwise completely positive

matrices.

Theorem 4.4. Suppose X,Y ∈ Mn(C) satisfy conditions (a)–(d) of Theorem 3.2. If M(X) is positive

semidefinite then (X,Y ) is pairwise completely positive.

Proof. We start by showing that if conditions (a)–(d) of Theorem 3.2 hold and X is diagonally dominant

then (X,Y ) is PCP.

First, we note that we can assume without loss of generality that xi,i =
∑
j 6=i |xi,j | for all 1 ≤ i ≤ n and

yi,jyj,i = |xi,j |2 for all 1 ≤ i 6= j ≤ n, since the more general case where the quantities on the left are larger

than the quantities on the right then follows from Lemma 3.9.

Using an approach motivated by [23], we construct matrices V,W,∈Mn,m(C) with m = n(n−1)/2 such

that X = (V �W )(V �W )∗ and Y = (V � V )(W �W )∗. We index the n rows of V and W in the usual

way (by a number 1 ≤ j ≤ n), but we index their n(n− 1)/2 columns by sets {k, `} for which k 6= ` (we will

think of these columns as corresponding to the n(n− 1)/2 entries in the strictly upper-triangular portion of

X and Y ).

We define V and W entrywise as follows (we use the convention that k < ` throughout this definition):

vj,{k,`} =


phase(xk,`)y

1/4
k,` if j = k

y
1/4
`,k if j = `

0 otherwise

and wj,{k,`} =


y

1/4
`,k if j = k

y
1/4
k,` if j = `

0 otherwise,

where phase(xk,`) is the (complex) phase of xk,`: the number on the unit circle in the complex plane with

the property that xk,` = phase(xk,`)|xk,`|. Then[
(V � V )(W �W )∗

]
i,j

=
∑
k<`

|vi,{k,`}|2|wj,{k,`}|2.

When i 6= j, the only nonzero term in this sum arises when {k, `} = {i, j}, so it simplifies considerably to[
(V � V )(W �W )∗

]
i,j

= |vi,{i,j}|2|wj,{i,j}|2 = (y
1/4
i,j )2(y

1/4
i,j )2 = yi,j ,

as desired. Similarly, if i < j, then the (i, j)-entry of X is given by[
(V �W )(V �W )∗

]
i,j

= vi,{i,j}wi,{i,j}vj,{i,j}wj,{i,j} = phase(xi,j)y
1/4
i,j y

1/4
j,i y

1/4
j,i y

1/4
i,j = xi,j ,
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with the computation when i > j being analogous.

Finally, we show the given factorization yields the correct diagonal entries yi,i = xi,i =
∑
k 6=i |xi,k|:[

(V � V )(W �W )∗
]
i,i

=
∑
k<`

|vi,{k,`}|2|wi,{k,`}|2 =
∑
k 6=i

y
1/2
i,k y

1/2
k,i =

∑
k 6=i

|xi,k| = xk,k,

which completes the proof that if conditions (a)–(d) of Theorem 3.2 hold and X is diagonally dominant then

(X,Y ) is PCP.

Next, we show that if M = M(X) is positive semidefinite then there exists an entrywise non-negative

diagonal matrix D such that DXD is diagonally dominant. To this end, notice that we can write M = αI−P ,

where P ≥ 0 is a real symmetric entrywise non-negative matrix, and positive semidefiniteness of M tells

us that α ≥ λmax(P ), where λmax(P ) is the largest eigenvalue of P . Without loss of generality, we can

assume that P is irreducible (i.e., cannot be put into block upper-triangular via a permutation similarity)

and thus has an eigenvector (called a Perron eigenvector) x with strictly positive entries corresponding to

the maximal eigenvalue λmax(P ) of P – otherwise we can either use a continuity argument or the fact that

every entrywise non-negative P can, up to permutation similarity, be written in a block upper triangular

form with irreducible diagonal blocks.

If we let D = diag(x) then

DMD1 = DMx = D(αI − P )x = D(αx− λmax(P )x) = D(α− λmax(P ))x ≥ 0,

since we already noted that α ≥ λmax(P ). Since DMD1 ≥ 0 we know that DMD is diagonally dominant,

and since DXD has the same entrywise absolute values as DMD, we conclude that DXD is diagonally

dominant as well.

It is straightforward to check that if (X,Y ) satisfies conditions (a)–(d) of Theorem 3.2 then so does

(DXD,DY D), so we have just shown that (DXD,DY D) is PCP. It follows that

(D−1DXDD−1, D−1DYDD−1) = (X,Y )

is PCP as well, which completes the proof.

It is perhaps worth noting that the above theorem does not follow directly from combining the known

result that diagonal dominance implies complete positivity with Theorem 3.4, since the result for completely

positive matrices only applies to matrices X with non-negative entries. Our result, however, applies even if

X has negative (or complex) entries.

For example, the above theorem provides another way of seeing that the pair (X,Y ) from Example 3.6

is PCP when a = n and b = −1, since the matrix X in this pair is diagonally dominant and Y ≥ X. In fact,

it even shows that the pair (X,Y ) with X = nIn − Jn and Y = (n − 2)In + Jn is PCP for the exact same

reason (and this is a much stronger statement, since this Y has much smaller off-diagonal entries). Similarly,

this theorem also shows that the pair (X,Y ) from Example 4.3 is PCP and can be used to construct another

PCP decomposition of it.

Example 4.5. Consider the pair of matrices

X =

 2 1 −1

1 3 2i

−1 −2i 3

 and Y =

 2 1 2

1 3 4

1/2 1 3

 .
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Since this pair satisfies conditions (a)–(d) of Theorem 3.2 and X is diagonally dominant, Theorem 4.4 tells us

that (X,Y ) is pairwise completely positive. To construct an explicit PCP decomposition of it, we compute

the matrices V,W ∈ Mn,m(C) by following along through the proof of that theorem. Since n = 3, these

matrices have three rows indexed by 1 ≤ j ≤ 3, and m = n(n− 1)/2 = 3 columns indexed by the sets {k, `}
with 1 ≤ k < ` ≤ 3. The only non-zero entries of V and W are the ones for which j equals either k or `, so

we know there are two entries to be computed for each of the three pairs, resulting in six non-zero entries in

each of these matrices. For example, if {k, `} = {1, 2} then we have

v1,{1,2} = sign(x1,2)y
1/4
1,2 = 11/4 = 1 w1,{1,2} = y

1/4
2,1 = 11/4 = 1

v2,{1,2} = y
1/4
2,1 = 11/4 = 1 w2,{1,2} = y

1/4
1,2 = 11/4 = 1.

Similar computations show that

v1,{1,3} = sign(x1,3)y
1/4
1,3 = −21/4 w1,{1,3} = y

1/4
3,1 = (1/2)1/4 = 2−1/4

v3,{1,3} = y
1/4
3,1 = (1/2)1/4 = 2−1/4 w3,{1,3} = y

1/4
1,3 = 21/4,

v2,{2,3} = sign(x2,3)y
1/4
2,3 = i

√
2 w2,{2,3} = y

1/4
3,2 = 11/4 = 1

v3,{2,3} = y
1/4
3,2 = 11/4 = 1 w3,{2,3} = y

1/4
2,3 = 41/4 =

√
2.

With all of the non-zero entries computed, we can now construct the matrices V and W that make up the

PCP decomposition of (X,Y ):

V =

v1,{1,2} v1,{1,3} v1,{2,3}
v2,{1,2} v2,{1,3} v2,{2,3}
v3,{1,2} v3,{1,3} v3,{2,3}

 =

1 −21/4 0

1 0 i
√

2

0 2−1/4 1

 and W =

1 2−1/4 0

1 0 1

0 21/4
√

2

 .
5. Connection with quantum entanglement. A quantum state is a positive semidefinite matrix

ρ ∈Mn(C) with trace 1. From now on, whenever we use lowercase Greek letters like ρ or σ, we are implicitly

assuming that it is a quantum state. One of the central questions in quantum information theory asks how

to determine whether or not a state ρ ∈Mn(C)⊗Mn(C) can be written in the form

ρ =

m∑
k=1

vkv∗k ⊗wkw
∗
k(5.7)

for some families of vectors {vk}, {wk} ⊆ Cn. States of this form are called separable [33], whereas states that

cannot be written in this form are called entangled. Note that ρ being scaled to have trace 1 is not important

from a mathematical perspective here – the same question could be asked of any positive semidefinite matrix,

so from now on we do not place any restriction on the trace of quantum states.

The problem of determining whether a state is separable or entangled is NP-hard [13, 15], but there are

many necessary or sufficient conditions that can be used to show that certain specific states are separable or

entangled. The most well-known such test is the positive partial transpose (PPT) criterion [28, 18], which

says that if ρ is separable then (id ⊗ T )(ρ) is positive semidefinite, where id, T : Mn(C) → Mn(C) are the

identity and transposition maps, respectively. Also of interest for us is the realignment criterion, which says

that if ρ is separable and R is the linear map on Mn(C)⊗Mn(C) defined by R(eie
∗
j ⊗ eke∗` ) = eie

∗
k ⊗ eje

∗
`

then ‖R(ρ)‖tr ≤ Tr(ρ) [8, 30]. For a more thorough treatment of the problem of showing that a state is

separable or entangled, see the review articles [14, 19].
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One of the main results of [34, 31] says that, for a family of quantum states called mixed Dicke states,

separability of the state is determined exactly by complete positivity of an associated matrix. The main

result of this section shows that an analogous result holds for pairwise completely positive matrices and a

more general family of quantum states. That is, there exists a family of quantum states that contain the

mixed Dicke states as a subset with the property that they are separable if and only if an associated pair

of matrices is pairwise completely positive. To begin making this more precise, we introduce the following

family of quantum states:

Definition 5.1. A mixed state ρ ∈Mn(C)⊗Mn(C) is called a conjugate local diagonal unitary invariant

(CLDUI) state if

(U ⊗ U)ρ(U ⊗ U)∗ = ρ

for all diagonal unitary matrices U ∈Mn(C).

We claim that CLDUI states are exactly those that can be written in the form

ρ =

n∑
i,j=1

xi,jeie
∗
j ⊗ eie

∗
j +

n∑
i 6=j=1

yi,jeie
∗
i ⊗ eje

∗
j .(5.8)

If we collect the coefficients {xi,j} and {yi,j} into matrices X and Y in the usual way (defining yi,i = xi,i
for all i so that Y has diagonal entries) then this gives us a correspondence between CLDUI states ρ and

matrix pairs (X,Y ) for which X � 0 (since X is a submatrix of ρ), Y ≥ 0 (since Y consists of diagonal

entries of ρ), and the diagonal entries of X and Y coincide. Given a pair of matrices (X,Y ) satisfying these

three properties (which are exactly properties (a)–(c) of Theorem 3.2), we use ρX,Y to denote the associated

CLDUI state (5.8) by ρX,Y .

To verify that CLDUI states do indeed have the claimed form, simply observe that that if we use

[ρ]i,j,k,` = ρi,j,k,` to denote the coefficient of the basis matrix eie
∗
j ⊗ eke∗` in ρ, then

[(U ⊗ U)ρ(U ⊗ U)∗]i,j,k,` = uiujuku`ρi,j,k,`,

which equals ρi,j,k,` for all diagonal U if and only if (i, `) = (j, k), (i, `) = (k, j), or ρi,j,k,` = 0.

For example, in the (3⊗ 3)-dimensional case, every CLDUI state ρ can be written in the standard basis

in the following form, where we use · to denote entries equal to 0:

ρ =



x1,1 · · · x1,2 · · · x1,3

· y1,2 · · · · · · ·
· · y1,3 · · · · · ·
· · · y2,1 · · · · ·

x2,1 · · · x2,2 · · · x2,3

· · · · · y2,3 · · ·
· · · · · · y3,1 · ·
· · · · · · · y3,2 ·

x3,1 · · · x3,2 · · · x3,3


.

CLDUI states include several other well-known families of quantum states as special cases. For example,

isotropic states [17] which are those that are invariant under every (not necessarily diagonal) unitary of the
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form U ⊗ U , and these states are exactly the ones for which X = aIn + bJn and Y = bIn + aJn for some

a, b ∈ R. Also, every mixed Dicke state [34, 31] is the partial transpose of a CLDUI matrix (these are exactly

the states that are obtained when X = Y ).

The following result shows that separability of a CLDUI state ρX,Y is determined exactly by whether

or not the associated pair of coefficient matrices (X,Y ) is pairwise completely positive, as well as how the

other necessary conditions of Theorem 3.2 relate to known separability criteria.

Theorem 5.2. Suppose X,Y ∈Mn(C). Then the pair of matrices (X,Y ) has the following relationship

with properties of the CLDUI state ρX,Y :

a) ρX,Y is a positive semidefinite if and only if X is positive semidefinite, Y is entrywise non-negative,

and X and Y have the same diagonal entries.

b) ρX,Y is furthermore a valid quantum state (i.e., Tr(ρX,Y ) = 1) if and only if ‖Y ‖1 = 1.

c) ρX,Y is separable if and only if (X,Y ) is pairwise completely positive.

d) ρX,Y has positive partial transpose if and only if (X,Y ) satisfies property (d) of Theorem 3.2.

e) ρX,Y satisfies the realignment criterion (i.e., ‖R(ρX,Y )‖tr ≤ Tr(ρ)) if and only if (X,Y ) satisfies

property (e) of Theorem 3.2.

Proof. We already proved the “only if” direction of part (a) above. For the converse, we just note that

if X and Y have the three properties described then ρ must be positive semidefinite since up to permutation

similarity it can be written as the direct sum X⊕
(⊕n

i 6=j=1 yi,j

)
, and each term in that direct sum is positive

semidefinite.

Part (b) follows simply from noting that Y ≥ 0 and that it consists of the diagonal entries of ρX,Y .

For part (c), first note that for every rank-1 separable state vv∗ ⊗ww∗, it is the case that integrating

over diagonal unitaries with respect to Haar measure gives∫
U

(U ⊗ U)
(
vv∗ ⊗ww∗

)
(U ⊗ U)∗ dU =

n∑
i,j=1

vivjwiwjeie
∗
j ⊗ eie

∗
j +

n∑
i6=j=1

|vi|2|wj |2eie
∗
i ⊗ eje

∗
j .

Well if ρX,Y is a CLDUI state then ρX,Y =
∫
U

(U ⊗U)ρX,Y (U ⊗U)∗ dU , so it follows that ρX,Y is separable

(i.e., ρX,Y =
∑
k vkv∗k ⊗wkw

∗
k) if and only if the pair of matrices (X,Y ) satisfy

xi,j =
∑
k

vk,ivk,jwk,iwk,j and yi,j =
∑
k

|vk,i|2|wk,j |2 for all 1 ≤ i, j ≤ n.

In other words, ρX,Y is separable if and only if

X =
∑
k

(vk �wk)(vk �wk)
∗

and Y =
∑
k

(vk � vk)(wk �wk)
∗
,

which is a PCP decomposition of (X,Y ) (to get this decomposition in the form (3.3), just replace each wk

by wk).

For part (d), we notice that if ρX,Y is CLDUI then up to permutation similarity (id⊗ T )(ρX,Y ) can be

written as the direct sum of 1× 1 and 2× 2 matrices:

(id⊗ T )(ρX,Y ) =

(
n⊕
i=1

xi,i

)
⊕

⊕
i<j

[
yi,j xi,j
xj,i yj,i

] .
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Since yi,j , yj,i ≥ 0 for all i, j and xi,i ≥ 0, we conclude that (id ⊗ T )(ρX,Y ) is positive semidefinite if and

only if the determinant of each of the 2× 2 matrices is non-negative – i.e., yi,jyj,i ≥ |xi,j |2.

Finally, for part (e) we note that Y contains exactly the diagonal entries of ρX,Y , so Tr(ρX,Y ) = ‖Y ‖1.

Also,

R(ρX,Y ) =

n∑
i,j=1

xi,jeie
∗
i ⊗ eje

∗
j +

n∑
i6=j=1

yi,jeie
∗
j ⊗ eie

∗
j ,

and since this matrix is block diagonal its trace norm simplifies to ‖R(ρX,Y )‖tr = (‖X‖1 −Tr(X)) + ‖Y ‖tr.
By using the fact that Tr(X) = ‖X‖tr (since X is positive semidefinite) and rearranging, we see that the

realignment criterion ‖R(ρX,Y )‖tr ≤ Tr(ρ) is equivalent to ‖X‖1 − ‖X‖tr ≤ ‖Y ‖1 − ‖Y ‖tr.

Example 5.3. The pair (X,Y ) from Example 3.3 given by

X =

1 1 1

1 1 1

1 1 1

 and Y =

 1 a 1/a

1/a 1 a

a 1/a 1


corresponds to the CLDUI state

ρX,Y =



1 · · · 1 · · · 1

· a · · · · · · ·
· · 1/a · · · · · ·
· · · 1/a · · · · ·
1 · · · 1 · · · 1

· · · · · a · · ·
· · · · · · a · ·
· · · · · · · 1/a ·
1 · · · 1 · · · 1


.

Indeed, this state has positive partial transpose for all a > 0 (which corresponds to the fact that (X,Y )

satisfies condition (d) of Theorem 3.2 for all a > 0). However, it is straightforward to show that it only

satisfies the realignment criterion when a = 1 (which corresponds to the fact that (X,Y ) satisfies condition (e)

of Theorem 3.2 if and only if a = 1).

The fact that (X,Y ) is PCP when a = 1 tells us that ρX,Y is separable when a = 1. Again, this fact

is known, but it is not straightforward to see (i.e., there is no “obvious” separable decomposition of ρX,Y ).

We elaborate on this point of why PCP decomposition can be simple without there being a simple separable

decomposition in Section 5.1.

Example 5.4. The pair (X,Y ) from Example 3.6 given by

X = aIn + bJn and Y = bIn + aJn

corresponds to the well-known isotropic states – states of the form

ρX,Y = a(In ⊗ In) + b

(
n∑
i=1

ei ⊗ ei

)(
n∑
i=1

ei ⊗ ei

)∗
.

The fact that the pairs (X,Y ) satisfy condition (d) of Theorem 3.2 if and only if they are PCP if and only

if a ≥ 0 and −a/n ≤ b ≤ a corresponds to the well-known fact that isotropic states have positive partial

transpose if and only if they are separable if and only if a ≥ 0 and −a/n ≤ b ≤ a.
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Although the conditions from Theorem 3.2 all correspond to well-known separability criteria, to the best

of our knowledge the tests from Theorems 4.2 and 4.4 provide truly new methods of showing that CLDUI

states are separable. Of particular note is the following result:

Corollary 5.5. Suppose ρ ∈Mn(C)⊗Mn(C) is a CLDUI state. If ρ has positive partial transpose and

M(ρ) is positive semidefinite then ρ is separable.

Proof. This follows immediately from combining Theorems 4.4 and 5.2.

We will make use of this corollary shortly to answer a question about absolutely separable states. We

leave the question of how to generalize Corollary 5.5 to arbitrary states (or even if it can be generalized to

arbitrary states in any meaningful way) as an open question.

5.1. The length of decompositions. We now clarify that, even though Theorem 5.2 shows that

separable CLDUI states and PCP matrices are in one-to-one correspondence, it can be significantly easier

to come up with a PCP decomposition of a pair (X,Y ) than to come up with a separable decomposition of

the corresponding CLDUI state ρX,Y . To make this observation a bit more explicit, we define the length of

a PCP pair (X,Y ), denoted by `(X,Y ), to be the least integer m in the PCP decomposition (3.3) (i.e., the

smallest number of terms in the sum in a PCP decomposition). The length of a separable state ρ, denoted

by `(ρ), is similarly defined to be the least integer m in the separable decomposition (5.7).

It turns out that the length of a PCP pair (X,Y ) may be significantly smaller than the length of the

corresponding CLDUI state ρX,Y . For example, we noted in Example 3.3 that the pair (X,Y ) with

X = Y =

1 1 1

1 1 1

1 1 1

(5.9)

is PCP since it has the trivial decomposition v1 = w1 = (1, 1, 1)T . In particular, this means that (X,Y )

has length 1. On the other hand, the corresponding quantum state ρX,Y ∈M3(C)⊗M3(C) is

ρX,Y =



1 · · · 1 · · · 1

· 1 · · · · · · ·
· · 1 · · · · · ·
· · · 1 · · · · ·
1 · · · 1 · · · 1

· · · · · 1 · · ·
· · · · · · 1 · ·
· · · · · · · 1 ·
1 · · · 1 · · · 1


,

which is indeed separable, but it is much more difficult to “directly” see that this is the case. Indeed, it

is straightforward to show that `(ρ) ≥ rank(ρX,Y ) = 7, and the “standard” way of showing that ρX,Y is

separable is to use a twirling argument [17] that does not give a good bound on `(ρX,Y ).

As an even more extreme example, consider the PCP pair (X,Y ) given by

X = Y = In + Jn ∈Mn(C).
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We noted in Example 3.6 that this pair is PCP, and we provided a decomposition that shows that `(X,Y ) ≤ n.

In fact, `(X,Y ) = n since `(X,Y ) ≥ rank(X) = n as well. On the other hand, the corresponding CLDUI

quantum state ρX,Y ∈Mn(C)⊗Mn(C) is

ρX,Y = In ⊗ In +

(
n∑
i=1

ei ⊗ ei

)(
n∑
i=1

ei ⊗ ei

)∗
.

It is straightforward to check that `(ρX,Y ) ≥ rank(ρX,Y ) = n2, but determining whether or not this inequality

is actually equality is extremely difficult. In particular, it was recently noted [27] that the question of whether

or not `(ρX,Y ) = n2 for this particular state ρX,Y is equivalent to the well-known SIC-POVM conjecture

from quantum information theory, which has resisted proof for decades (see [7, 9, 29]).

The reason why it is so much easier to find a PCP decomposition of a pair (X,Y ) than a separable

decomposition of the corresponding CLDUI state ρX,Y is that the PCP decomposition of (X,Y ) only corre-

sponds to a separable decomposition of some state ρ with the same entries in the non-zero positions of ρX,Y ,

but not necessarily ρX,Y itself. For example, if we return to the pair (X,Y ) from equation (5.9), the PCP

decomposition v1 = w1 = (1, 1, 1)T corresponds (as shown in the proof of Theorem 5.2(c)) to the separable

decomposition v1v∗1 ⊗w1w1
∗ of the state

ρ =



1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1


.

The reason why this shows separability of ρX,Y is then simply that
∫
U

(U ⊗ U)ρ(U ⊗ U)∗ dU = ρX,Y , and

the twirling (integration) operation on the left preserves separability.

In fact, this is exactly why using PCP matrices for the separability problem is so useful in the first place.

Finding a PCP decomposition of a pair (X,Y ) is equivalent to searching for a separable decomposition of

any (not necessarily CLDUI) state that twirls to ρX,Y , so it is typically possible to find a much simpler

decomposition than ρX,Y itself has.

6. The absolute separability problem. A quantum state ρ ∈ Mn(C) ⊗Mn(C) is called absolutely

separable [25] if UρU∗ is separable for all unitary U ∈ Mn(C) ⊗Mn(C). A long-standing open question

asks for a characterization of the absolutely separable states [24], and we now use our results to make some

progress on this problem. In particular, we investigate the question of whether or not the set of absolutely

separable states coincides with the set of state that are absolutely PPT : states ρ with the property that

UρU∗ has positive partial transpose (PPT) for all unitary matrices U ∈Mm(C)⊗Mn(C) [16].

In the n = 2 case, the sets of absolutely separable and absolutely PPT states have been completely

characterized [16, 21, 32], and they both equal the set of states with eigenvalues λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ 0
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such that [
2λ4 λ3 − λ1

λ3 − λ1 2λ2

]
� 0.(6.10)

Alternatively, another way of looking at the absolute separability problem when n = 2 is that ρ is absolutely

separable if and only if U1ΛU∗1 is separable, where Λ is the diagonal matrix with diagonal entries λ1, . . . , λ4,

and U1 is the following unitary matrix (where we use · to denote entries equal to 0):

U1 =


· · · 1

1/
√

2 · 1/
√

2 ·
−1/
√

2 · 1/
√

2 ·
· 1 · ·

 .

To see the equivalence of these two characterizations of absolute separability, we can directly compute

(id⊗ T )(U1ΛU∗1 ) =
1

2


2λ4 · · λ3 − λ1

· λ3 + λ1 · ·
· · λ3 + λ1 ·

λ3 − λ1 · · 2λ2

 ,

which has a block-diagonal form that ensures that it is positive semidefinite (and thus, U1ΛU∗1 is separable)

if and only if the positive semidefinite condition (6.10) holds. In other words, separability of UρU∗ for all

unitary matrices U ∈ M2(C) ⊗ M2(C) really only depends on separability of UρU∗ for one very special

unitary.

The set of absolutely PPT states has also been completely characterized when n ≥ 3, but the details are

quite a bit more complicated. We now provide some of these details, but for a full and rigorous description,

we refer the interested reader to [16]. We start by constructing several linear maps Lj : Mn(R) → Rn2

. To

illustrate how these linear maps {Lj} are constructed, suppose α1 ≥ α2 ≥ · · · ≥ αn ≥ 0 are real numbers

and consider the possible orderings of their products α2
j (1 ≤ j ≤ m) and ±αiαj (1 ≤ i 6= j ≤ n). For

example, if n = 2 then the only possible ordering is α2
1 ≥ α1α2 ≥ α2

2 ≥ −α1α2, whereas if n = 3 then there

are two possible orderings:

α2
1 ≥ α1α2 ≥ α1α3 ≥ α2

2 ≥ α2α3 ≥ α2
3 ≥ −α2α3 ≥ −α1α3 ≥ −α1α2 or

α2
1 ≥ α1α2 ≥ α2

2 ≥ α1α3 ≥ α2α3 ≥ α2
3 ≥ −α2α3 ≥ −α1α3 ≥ −α1α2.

For each of these orderings, we associate a linear map Lj : Mn(R) → Rn2

by placing ±yi,j into the

position of Lj(Y ) where ±αiαj appears in the associated ordering (and actually Lj is just a linear map on

symmetric matrices, not all matrices, so that we do not have to worry about distinguishing between yi,j and

yj,i). For example, in the n = 2 case, there is just one linear map L1 : M2(R)→ R4, and it is

L1

([
y1,1 y1,2

y1,2 y2,2

])
= (y1,1, y1,2, y2,2,−y1,2).
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Similarly, in the n = 3 case there are two linear maps L1, L2 : M3(R)→ R9, and they are

L1

y1,1 y1,2 y1,3

y1,2 y2,2 y2,3

y1,3 y2,3 y3,3

 = (y1,1, y1,2, y1,3, y2,2, y2,3, y3,3,−y2,3,−y1,3,−y1,2) and

L2

y1,1 y1,2 y1,3

y1,2 y2,2 y2,3

y1,3 y2,3 y3,3

 = (y1,1, y1,2, y2,2, y1,3, y2,3, y3,3,−y2,3,−y1,3,−y1,2).

(6.11)

The number of distinct possible orderings (and thus, the number of linear maps to be considered) grows

exponentially in n. For n = 2, 3, 4, . . ., this quantity equals 1, 2, 10, 114, 2608, 107498, . . ., though no formula

is known for computing it in general [22].

The main result of [16] says that ρ is absolutely PPT if and only if its eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn2

are such that L∗j (λn2 , λn2−1, . . . , λ2, λ1) � O for all j. For example, when n = 2 this is exactly equivalent to

the positive semidefinite requirement (6.10), and if n = 3 then it says that ρ is absolutely PPT if and only

if its eigenvalues satisfy 2λ9 λ8 − λ1 λ6 − λ2

λ8 − λ1 2λ7 λ5 − λ3

λ6 − λ2 λ5 − λ3 2λ4

 � O and

 2λ9 λ8 − λ1 λ7 − λ2

λ8 − λ1 2λ6 λ5 − λ3

λ7 − λ2 λ5 − λ3 2λ4

 � O.(6.12)

We can also view this characterization of absolutely PPT states as a statement that, instead of checking

whether or not (UρU∗)Γ � O for all unitary U , it suffices to just check a certain finite number of unitaries

(with each unitary corresponding to one of the possible orderings discussed earlier).

For example, in the n = 3 case, ρ is absolutely PPT if and only if U1ΛU∗1 and U2ΛU∗2 are PPT, where

Λ is the diagonal matrix with diagonal entries λ1, λ2, . . . , λ9, and U1 and U2 are the unitary matrices

U1 =



· · · · · · · · 1

1/
√

2 · · · · · · 1/
√

2 ·
· 1/

√
2 · · · 1/

√
2 · · ·

−1/
√

2 · · · · · · 1/
√

2 ·
· · · · · · 1 · ·
· · 1/

√
2 · 1/

√
2 · · · ·

· −1/
√

2 · · · 1/
√

2 · · ·
· · −1/

√
2 · 1/

√
2 · · · ·

· · · 1 · · · · ·


,

U2 =



· · · · · · · · 1

1/
√

2 · · · · · · 1/
√

2 ·
· 1/

√
2 · · · · 1/

√
2 · ·

−1/
√

2 · · · · · · 1/
√

2 ·
· · · · · 1 · · ·
· · 1/

√
2 · 1/

√
2 · · · ·

· −1/
√

2 · · · · 1/
√

2 · ·
· · −1/

√
2 · 1/

√
2 · · · ·

· · · 1 · · · · ·


.
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The reason for this is simply that (id⊗ T )(U1ΛU∗1 ) equals

1

2



2λ9 · · · λ8 − λ1 · · · λ6 − λ2

· λ8 + λ1 · · · · · · ·
· · λ6 + λ2 · · · · · ·
· · · λ8 + λ1 · · · · ·

λ8 − λ1 · · · 2λ7 · · · λ5 − λ3

· · · · · λ5 + λ3 · · ·
· · · · · · λ6 + λ2 · ·
· · · · · · · λ5 + λ3 ·

λ6 − λ2 · · · λ5 − λ3 · · · 2λ5


and (id⊗ T )(U2ΛU∗2 ) equals

1

2



2λ9 · · · λ8 − λ1 · · · λ7 − λ2

· λ8 + λ1 · · · · · · ·
· · λ7 + λ2 · · · · · ·
· · · λ8 + λ1 · · · · ·

λ8 − λ1 · · · 2λ6 · · · λ5 − λ3

· · · · · λ5 + λ3 · · ·
· · · · · · λ7 + λ2 · ·
· · · · · · · λ5 + λ3 ·

λ6 − λ2 · · · λ5 − λ3 · · · 2λ5


,

which are positive semidefinite if and only if the matrices (6.12) are positive semidefinite.

Despite this characterization of absolutely PPT states, not much is known about the set of absolutely

separable states when n ≥ 3. For example, it is not even known whether or not it equals the set of absolutely

PPT states, though some evidence that suggests that these two sets may coincide was provided in [1]. The

results of this paper provide further evidence in favor of these sets being identical, since they imply that

whenever the states (id⊗ T )(UjΛU
∗
j ) are PPT they are also necessarily separable.

To see why this is the case, we just note that if Uj is one of the unitaries coming from from the

characterization of absolutely PPT states in the manner described above and Λ is diagonal with real entries

in non-increasing order then (id⊗ T )(UjΛU
∗
j ) is a CLDUI state (simply by virtue of its zero pattern) with

non-positive off-diagonal entries (since the off-diagonal entries all consist of a small eigenvalue minus a larger

eigenvalue). Thus, (id⊗T )(UjΛU
∗
j ) equals its own comparison matrix M((id⊗T )(UjΛU

∗
j )), so Corollary 5.5

tells us that UjΛU
∗
j is separable whenever it has PPT.

This does not quite prove that the set of absolutely separable states equals the set of absolutely PPT

states, however, as we do not know whether or not UjΛU
∗
j being separable for all of these special unitary

matrices {Uj} means that UΛU∗ is separable for all unitary matrices. Nonetheless, we find the fact that

these matrices are separable in all dimensions quite surprising, and this rules out the “obvious” method of

finding a gap between absolute separability and absolute PPT, which would be to find entanglement in one

of these special states of the form UjΛU
∗
j .
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7. Conclusions and future work. In this work, we introduced a family of matrix pairs that we called

pairwise completely positive as a generalization of completely positive matrices. We presented numerous

simple necessary and sufficient conditions that can be used to determine whether or not certain matrix pairs

are PCP, and we showed that PCP pairs correspond in a one-to-one fashion with separable conjugate local

diagonal unitary invariant quantum states.

The most obvious open question remaining open from this work is the absolute separability problem.

It was already known that there exists a finite set of unitaries {Uj} for which UjΛU
∗
j being PPT for all

j implies that Λ is absolutely PPT (i.e., UΛU∗ is PPT for all unitaries). We showed that if UjΛU
∗
j is

PPT then UjΛU
∗
j must also be separable, so the natural follow-up question is whether or not UjΛU

∗
j being

separable for all j implies that Λ is absolutely separable (i.e., UΛU∗ is separable for all unitaries).

As one possible generalization of this work, one could consider the quantum states that are invariant

under all real diagonal unitary matrices (i.e., diagonal matrices with diagonal entries equal to ±1). Such

states have the slightly more general form

ρ =

n∑
i,j=1

xi,jeie
∗
j ⊗ eie

∗
j +

n∑
i 6=j=1

yi,jeie
∗
i ⊗ eje

∗
j +

n∑
i 6=j=1

zi,jeie
∗
j ⊗ eje

∗
i ,

which are CLDUI states exactly when zi,j = 0 for all i, j. Checking separability of these states in a manner

analogous to that of Theorem 5.2 leads to a triple of matrices (X,Y, Z) with the property that ρ is separable

if and only if there exist matrices V,W ∈Mn,m(C) such that

X = (V �W )(V �W )∗, Y = (V � V )(W �W )∗, and Z = (V �W )(V �W )∗.

In this case, it is clear that Z is positive semidefinite (in addition to X being positive semidefinite and Y

being entrywise non-negative) and all three matrices have the same diagonal entries. However, we did not

investigate further properties of these matrix triples, as our interest in pairwise completely positive matrices

came primarily from the absolute separability problem, in which case the relevant states are CLDUI.
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Appendix: A stronger Cauchy-Schwarz inequality. We now prove inequality (3.4), which is

required to complete the proof of Theorem 3.2(e). In particular, we have the following:

Lemma A.1. Suppose v,w ∈ Cn. Then 0 ≤ ‖v � v‖‖w �w‖−〈v � v,w �w〉 ≤ ‖v‖2‖w‖2−|〈v,w〉|2.

Proof. The left inequality follows directly from Cauchy-Schwarz, so we focus on the right inequality. We

note that without loss of generality we can assume that v and w have real non-negative entries, since multi-

plying any of the entries of these vectors by a complex phase eiθ does not change the terms ‖v � v‖‖w �w‖,
〈v � v,w �w〉, or ‖v‖2‖w‖2, and the triangle inequality tells us that the term |〈v,w〉|2 is largest (and thus,

the inequality provided by this lemma is strongest) when v and w are real and entrywise non-negative.
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We now make use of Lagrange’s identity to rewrite our statement. Lagrange’s identity states:

n∑
i<j

(aibj − ajbi)2 =

n∑
i=1

a2
i

n∑
i=1

b2i −
( n∑
i=1

aibi

)2

The inequality we want to prove reads:(∑
i

v4
i

)1/2(∑
i

w4
i

)1/2

−
∑
i

v2
iw

2
i ≤

(∑
i

v2
i

)(∑
i

w2
i

)
−

(∑
i

viwi

)2

.

Rewriting the right hand side using Lagrange’s identity we get:(∑
i

v4
i

)1/2(∑
i

w4
i

)1/2

−
∑
i

v2
iw

2
i ≤

∑
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Equivalently, (∑
i

v4
i

)(∑
i

w4
i

)
≤

∑
i

v2
iw

2
i +

∑
i<j

(viwj − vjwi)2

2

.

Rewriting the left hand side also by means of Lagrange’s identity, the desired inequality reads:(∑
i

v2
iw

2
i

)2

+
∑
i<j

(v2
iw

2
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jw
2
i )
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.

Expanding the square and simplifying, we get the equivalent statement:

∑
i<j

(v2
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2
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Now, to actually prove the inequality holds, we make the observation that:

2
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Since this quantity is a sum of squares, it is positive. We thus have:∑
i<j
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Then, since the right hand side of the last inequality is less than the right hand side of inequality (13), we

know it is stronger and so we have the following:∑
i<j
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and we have shown the desired inequality holds.


