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ON THE LOCATION OF EIGENVALUES OF REAL MATRICES∗

RACHID MARSLI† AND FRANK J. HALL‡

Abstract. The research in this paper is motivated by a recent work of I. Barany and J. Solymosi [I. Barany and J.

Solymosi. Gershgorin disks for multiple eigenvalues of non-negative matrices. Preprint arXiv no. 1609.07439, 2016.] about

the location of eigenvalues of nonnegative matrices with geometric multiplicity higher than one. In particular, an answer to a

question posed by Barany and Solymosi, about how the location of the eigenvalues can be improved in terms of their geometric

multiplicities is obtained. New inclusion sets for the eigenvalues of a real square matrix, called Geršgorin discs of the second

type, are introduced. It is proved that under some conditions, an eigenvalue of a real matrix is in a Geršgorin disc of the second

type. Some relationships between the geometric multiplicities of eigenvalues and these new inclusion sets are established. Some

other related results, consequences, and examples are presented. The results presented here apply not only to nonnegative

matrices, but extend to all real matrices, and some of them do not depend on the geometric multiplicity.
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1. Introduction. In 1931, S. Geršgorin published his famous theorem about the location of eigenvalues,

[3]. The first part of this theorem states that every eigenvalue of a given n×n matrix is located in the union

of its Geršgorin discs. There is an abundant literature about Geršgorin’s theorem and follow-up results.

Some recommended references are Chapter 6 from the book [4] by R. Horn and C. Johnson, as well as the

book [9] by R. Varga.

The work we have recently done in [2], [5], [6], [7] and [8] shows a strong connection between Geršgorin

theory and the geometric multiplicities of eigenvalues. The main theorem in [5] states:

Theorem 1.1. Let A be an n× n matrix and let λ be an eigenvalue of A with geometric multiplicity k.

Then λ is in at least k Geršgorin discs of A.

In the proof of this theorem, the following key preliminary result was employed.

Theorem 1.2. Let S be a k-dimensional subspace of Cn. There is a basis {v1, v2, . . . , vk} of S with the

following property: For each i = 1, 2, . . . , k, there is a distinct integer pi, with 1 ≤ pi ≤ n and pi 6= pj for

i 6= j, such that a largest modulus entry of each vi is in position pi.

More recently, in [7], Theorem 1.1 has been improved in the following way.

Theorem 1.3. Let A be an n × n matrix and let λ be an eigenvalue of A with geometric multiplicity

k. Construct the n × n matrix Ck(A) in the following way: In every row of A, replace the smallest k-1

off-diagonal entries in absolute value by zeros. Then λ is in at least k Geršgorin discs of Ck(A).

Some consequences and applications of the above theorems to the general case of square matrices, as
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well to some large classes of matrices, have been discussed in the five articles mentioned above. To cite just

few of them, in [6], it has been proven that:

Theorem 1.4. let A be an n × n matrix with s distinct eigenvalues λ1, . . . , λs, which have geometric

multiplicities k1, . . . , ks and algebraic multiplicities n1, . . . , ns, respectively. Then for any integers ri such

that ki ≤ ri ≤ ni, there is a matrix B similar to A such that λi is in precisely ri Geršgorin discs of B,

i = 1, . . . , s.

In [8], we have the following result about the ranks of matrices:

Theorem 1.5. Let A be an n× n matrix, and let k be an integer with 1 ≤ k ≤ n. Define the matrix Ck
as in Theorem 1.3, and let R′i(Ck) be the sum of the absolute values of all off-diagonal elements from the

ith row of Ck. If |aii| > R′(Ck) for more than n − k values of i, then the rank of A is strictly greater than

n− k; equivalently, the geometric multiplicity of 0, as a potential eigenvalue of A, cannot exceed k − 1.

Notice that C1(A) is the matrix A itself. Therefore, the case k = 1 in this theorem represents the

classical theorem about the non-singularity of strictly diagonally dominant matrices.

In this paper, we continue our work about the location of eigenvalues, but this time we are inspired by a

recent work of I. Barany and J. Solymosi [1] about the location of eigenvalues of nonnegative matrices with

geometric multiplicity higher than one. In particular, we will answer a question posed in [1] about how the

location of the eigenvalues can be improved in terms of their geometric multiplicities. However, the results

that we present here apply not only to nonnegative matrices, but extend to all real matrices, and some of

them, as we will see, do not depend on the geometric multiplicity at all.

2. Geršgorin discs of the second type. There are many nonnegative, even irreducible, n×n matri-

ces, with an eigenvalue of high geometric multiplicity. As for examples, the (symmetric) adjacency matrix of

the star graph on n vertices has 0 as an eigenvalue with multiplicity n− 2, while the (symmetric) adjacency

matrix of the complete graph on n vertices has −1 as an eigenvalue with multiplicity n− 1. In [1], I. Barany

and J. Solymosi came up with the following nice result about nonnegative matrices.

Theorem 2.1. Let A = [aij ] be an n × n nonnegative matrix and let λ be an eigenvalue of A with

geometric multiplicity at least two. Then λ is in a half Geršgorin disk of A.

Here, the expression “half Geršgorin disc” means a disc centered at a diagonal element aii of A, and

with its radius equal to the partial sum of the
⌊
n
2

⌋
largest non-diagonal elements, in absolute value, chosen

from row i of A. The proof of Theorem 2.1 is based on the following two results that can be found in [1],

about vector arrangements and geometric estimates.

Theorem 2.2. Let V = {v1, v2, . . . , vn} ⊂ Rd with

n∑
i=1

vi = 0. Further, let α1 ≥ α2 ≥ · · · ≥ αn ≥ 0 be

nonnegative real numbers and set β = αbn2 c+1. Then, for every permutation σ of {1, 2, . . . , n}, we have∥∥∥∥∥
n∑
i=1

αivσ(i)

∥∥∥∥∥ ≤ max
1≤i≤n

‖vi‖
n∑
i=1

|αi − β|.

Corollary 2.3. Under the above conditions,∥∥∥∥∥
n∑
i=1

αivσ(i)

∥∥∥∥∥ ≤ max
1≤i≤n

‖vi‖
bn

2 c∑
i=1

αi.
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Barany and Solymosi have mentioned in their paper that the sum

n∑
i=1

|αi − x| takes its minimum at

x = αn+1
2

, when n is odd, and for every real number x ∈ [αn
2
, αn

2 +1], when n is even. Because of the

importance of this idea for the analysis used in our work, we present it in the form of a lemma, which can

be proved using Calculus.

Lemma 2.4. Consider the real function of the real variable f(x) =

n∑
i=1

|x− βi|, with β1 ≥ · · · ≥ βn not

necessarily distinct n real numbers.

1. If n is odd, then min
x∈R

f(x) =
(
β1 + · · ·+ βn−1

2

)
−
(
βn+3

2
+ · · ·+ βn

)
. This minimum is reached

when x = βn+1
2
.

2. If n is even, then min
x∈R

f(x) =
(
β1 + · · ·+ βn

2

)
−
(
βn

2 +1 + · · ·+ βn
)
. This takes place for every x ∈

[βn
2
, βn

2 +1] if βn
2
6= βn

2 +1, and only for x = βn
2

if βn
2

= βn
2 +1.

Definition 2.5. Let A = [aij ] be an n × n matrix, and let xi1 ≥ · · · ≥ xin be a rearrangement in

non-increasing order of ai1, . . . , aii−1, 0, aii+1, . . . , ain for i = 1, . . . , n. We call a Geršgorin disc of A of the

first type a usual Geršgorin disc centered at a diagonal element of the matrix A and with its radius equal to

the sum of the absolute values of the off-diagonal elements belonging to the same row as the center of the

disc. A Geršgorin disc of the second type of A, denoted D̂(aii, r̂i), satisfies the following conditions:

1. Its center aii is the diagonal element from the ith row of A.

2. Its radius is

(a) r̂i =

n−1
2∑
j=1

xij −
n∑

j=n+3
2

xij , if n is odd.

(b) r̂i =

n
2∑
j=1

xij −
n∑

j=n
2 +1

xij , if n is even.

The following theorem states a sufficient condition for an eigenvalue to be in a Geršgorin disc of the

second type.

Theorem 2.6. Let A = [aij ] be an n×n real matrix, and suppose that λ is an eigenvalue of A associated

with an eigenvector orthogonal to the all 1′s vector. Then λ is in a Geršgorin disc of the second type of A.

Proof. Let e = (1, . . . , 1)T be the all 1’s vector in Rn. Suppose that λ is associated with the eigenvector

v = (v1, . . . , vn)T and v · e = 0; that is,
∑
vi = 0. Without loss of generality, suppose that v1 is the largest,

in absolute value, among the elements of v. Then Av = λv implies

(λ− a11)v1 =

n∑
j=2

a1jvj = (0− x)v1 +

n∑
j=2

(a1j − x)vj ,
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since

n∑
j=1

xvj = 0. Hence,

|λ− a11| |v1| =

∣∣∣∣∣∣(0− x)v1 +

n∑
j=2

(a1j − x)vj

∣∣∣∣∣∣
≤ |0− x| |v1|+

n∑
j=2

|(a1j − x)| |vj |

≤

|0− x|+ n∑
j=2

|(a1j − x)|

 |v1|;
that is,

|λ− a11| ≤ min
x∈R

|x|+ n∑
j=2

|(a1j − x)|

 .

Therefore, the theorem follows by recalling Lemma 2.4 and using Definition 2.5.

Remark 2.7. In contrast to Theorem 1.1, Theorem 1.3 and Theorem 2.1, the geometric multiplicity

does not play any role in Theorem 2.6.

Next, we give an answer to the question posed in [1], about how to improve the location of eigenvalues

with geometric multiplicities higher than 2. To do this, we need the following result, which can be easily

verified.

Lemma 2.8. Let S be a subspace of Cn of dimension k ≥ 2, and let w 6= 0 be a vector in Cn. Then there

are at least (k − 1) linearly independent unit vectors in S that are orthogonal to w.

The next corollary follows directly from the above lemma.

Corollary 2.9. Let S1 and S2 be two subspaces of Cn of dimensions k1 and k2, respectively, with

k2 > k1 ≥ 1. Then there are at least (k2 − k1) linearly independent vectors in S2 that are orthogonal to S1.

Proof. Use Lemma 2.8 and induction.

Theorem 2.10. Let A be an n×n real matrix, and let λ be an eigenvalue of A with geometric multiplicity

k ≥ 2. Then λ is in the intersection of at least one Geršgorin disc of the first type of Ck(A), and at least

(k− 1) Geršgorin discs of the second type of A, each one of the discs being constructed from a different row

of A. The matrix Ck(A) is defined as in Theorem 1.3.

Proof. The eigenspace X of λ has dimension k. According to Lemma 2.8, there are (k − 1) linearly

independent eigenvectors v1, v2, . . . , vk−1 from X that are orthogonal to the all one’s vector e = (1, 1, . . . , 1)T .

These vectors span a subspace of X in which all the vectors are orthogonal to e, and by Theorem 1.2, we can

construct another basis {u1, u2, . . . , uk−1} of this subspace, such that each vector in this basis is orthogonal

to the all one’s vector, and at the same time, has an element of largest absolute value in a different position

compared to the others. With a reasoning similar to the one used in the proof of Theorem 2.6, each one of

these (k − 1) vectors allows us to construct from a distinct row of A, a Geršgorin disc, but this time, of the

second type. Now we use Theorem 1.3 to conclude that λ is in the intersection of these (k− 1) discs with at

least one Geršgorin disc of the first type of Ck(A), constructed from a different row.
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Remark 2.11. Theorem 2.1 becomes now a consequence of Theorem 2.10 for if A is nonnegative, then

each one of its discs of the second type is contained in one of the so called, in Theorem 2.1, “half Geršgorin

discs of A” constructed from the same row.

Example 2.12. Let

A =



8 2 1 0 1 1

1 9 1 3 2 1

8 10 3 3 3 2

15 12 3 4 4 3

16 20 4 6 7 4

9 18 3 6 5 4


.

The Geršgorin discs of the first type of A are

D1(8, 5), D2(9, 8), D3(3, 26), D4(4, 37), D5(7, 50) and D6(4, 41),

the Geršgorin discs of the first type of C3(A) are

D1C(8, 3), D2C(9, 5), D3C(3, 18), D4C(4, 27), D5C(7, 36) and D6C(4, 27),

while the Geršgorin discs of the second type of A are

D̂1(8, 3), D̂2(9, 4), D̂3(3, 16), D̂4(4, 25), D̂5(7, 34) and D̂6(4, 25).

Now, λ = 1 is an eigenvalue of A with geometric multiplicity 4 and is included in the intersection of the 3rd

Geršgorin disc of the first type of C3(A) and the last 3 Geršgorin discs of the second type of A. Therefore,

Theorem 2.10 is satisfied.

Remark 2.13. A disc of the second type is a subset of the disc of the first type constructed from the

same row and having the same center. From the proof of the previous theorem, it can be understood that

the real matrix A does not have to be nonnegative. However, from Definition 2.5, it can be clearly seen that

this theorem is more efficient for nonnegative and non-positive matrices.

3. Some other inclusion sets. Here, we present a theorem that gives better location of the eigen-

values depending on their geometric multiplicities. According to this theorem, the higher is the geometric

multiplicity, the better is the location. The construction of the discs described in the following definition is

a little more complicated than the construction of those in Definition 2.5, and the use will depend on the

geometric multiplicity.

Definition 3.1. Let A = [aij ] be an n× n matrix, and let xi1 ≥ · · · ≥ xin be a rearrangement in non-

increasing order of ai1, . . . , aii−1, 0, aii+1, . . . , ain. Let k be an integer such that 1 ≤ k ≤ n. For i = 1, . . . , n,

define the disc Dk
i (A) in the following way:

1. Its center aii is the diagonal element from the ith row of A.

2. Its radius is

(a) rik =

n−k+1
2∑
j=1

xij −
n∑

j=n+k+1
2

xij , if n− k is odd.

(b) rik =

n−k+2
2∑
j=1

xij −
n∑

j=n+k
2

xij , if n− k is even.
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Note that when k = 2, these discs are the same as the discs of the second type of A. A reason for

phrasing this definition in this manner is the following result, which is then used in the proof of Theorem

3.4.

Lemma 3.2. Let A be an n × n real matrix and let As be a principal submatrix of A of size (n − k +

2)× (n− k + 2). Let D̂i(As) be the disc of the second type of As constructed from its ith row. There exists

an index j ∈ {1, . . . , n} such that D̂i(As) ⊆ Dk
j (A), where Dk

j (A) is as in Definition 3.1. In fact, the index

j is such that the ith row of As is a part of the jth row of A.

Proof. Suppose that the ith row of As = [bij ] is a part of the jth row of A = [aij ]. Since every diagonal

element of As is a diagonal element of A, it follows that bii = ajj . Let xj1 ≥ · · · ≥ xjn be a rearrangement

in non-increasing order of aj1, . . . , aj,j−1, 0, aj,j+1, . . . , ajn and let yi1 ≥ · · · ≥ yi,n−k+2 be a rearrangement

in non-increasing order of bi1, . . . , bi,i−1, 0, bi,i+1, . . . , bi,n−k+2. We have {yi1, . . . , yi,n−k+2} ⊂ {xj1, . . . , xjn}.
Therefore, by going back to Definitions 2.5 and 3.1, we can see that the radius of D̂i(As) is less than or equal

to the radius of Dk
j (A), and since these two discs have the same center, it follows that D̂i(As) ⊆ Dk

j (A).

Lemma 3.3. Let A be an n × n matrix and let λ be an eigenvalue of A with geometric multiplicity k.

Let Â be an m×m principal submatrix of A with m > n− k. Then λ is an eigenvalue of Â with geometric

multiplicity at least m+ k − n.

A version of this lemma can be found in [4]. The newer version that we present here can be found in [7].

Theorem 3.4. Let A = [ai,j ] be an n × n real matrix, and let λ be an eigenvalue of A with geometric

multiplicity k ≥ 2. Let S = {Dk
i (A)}1≤i≤n, where Dk

i (A) is as in Definition 3.1. Then λ is in the intersection

of at least one disc of Ck(A) and at least (k−1) discs from S, all the discs being constructed from k different

rows of A.

Proof. Denote A by Bn. Let Mn be a principal submatrix of A, of size (n+2−k)×(n+2−k). According

to Lemma 3.3, λ is an eigenvalue of Mn with geometric multiplicity ≥ 2, Hence, according to Theorem 2.10,

λ is in at least one Geršgorin disc of the second type of Mn. Denote this disc by D1. From Bn, construct

the (n − 1) × (n − 1) principal matrix Bn−1 by removing the row of A from which the previous Geršgorin

disc of second type of Mn has been constructed, and by removing the corresponding column. Let Mn−1 be a

principal submatrix of Bn−1, of size (n+ 2− k)× (n+ 2− k). Then λ is in at least one Geršgorin disc of the

second type of Mn−1. Denote this disc by D2. Continue this process until the matrix Bn+2−k is constructed.

Now, Mn+2−k = Bn−k+2, and λ is in at least one Geršgorin disc of the second type, and one Geršgorin disc

of the first type of Mn+2−k = Bn−k+2. Denote the one of the second type by Dk−1. The process stops here,

because by deleting another row and column, we obtain a matrix with size less than (n+2−k)× (n+2−k),

to which Lemma 3.3 does not apply. Now, λ is in the intersection of the discs D1, D2, . . . , Dk−1, which have

been constructed from (k − 1) distinct rows. According to Lemma 3.2, each one of these k − 1 discs is a

subset of a disc from S, and from the above constructions, we obtain (k − 1) discs from S associated with

(k − 1) distinct rows of A. According to Theorem 1.3, λ is in the intersection of k discs of the first type of

Ck(A) constructed from distinct rows. Combining the last two facts, the theorem is obtained.

Example 3.5. Let A be as in Example 2.12, so that λ = 1 is an eigenvalue of A with geometric

multiplicity k = 4. We use Definition 3.1 to construct the following discs:

D3
1(8, 3), D3

2(9, 4), D3
3(3, 16), D3

4(4, 24), D3
5(7, 32) and D3

6(4, 24).

Theorem 3.4 is satisfied by the fact that λ = 1 ∈ ∩6i=3D
3
i (A). Notice that each one of these discs is smaller

than or equal in size to the Geršgorin disc of the second type of A constructed from the same row.
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4. Another sufficient condition for the location of an eigenvalue within a disc of the second

type. The fact that an eigenvalue is associated with an eigenvector with elements summing to 0, is not

a necessary condition for the eigenvalue to be contained in a Geršgorin disc of the second type, but is a

sufficient condition according to Theorem 2.6. The following theorem gives a better sufficient condition.

Theorem 4.1. Let A be an n × n real matrix, and let λ be an eigenvalue of A associated with an

eigenvector v = (v1, . . . , vn)T such that |
∑n
i=1 vi| ≤ |vp| for some p ∈ {1, . . . , n}. Let A′ be the (n+1)×(n+1)

matrix obtained from A by appending a row and column of zeros. Then λ is in a Geršgorin disc of the second

type of A′, associated with one of its first n rows.

Proof. Let

Aλ =


0

A
...

0

0 · · · 0 λ

 ,

and let v′ = (v′1, . . . , v
′
n, v
′
n+1)T =

(
v1, . . . , vn,−

n∑
i=1

vi

)T
. Then Aλv

′ = λv′, and

n+1∑
i=1

v′i = 0. Since there is

an element of v with its absolute value larger than or equal to

∣∣∣∣∣−
n∑
i=1

vi

∣∣∣∣∣, there is a j ∈ {1, . . . , n} such that

max
1≤i≤n+1

|v′i| = |vj | = |v′j |. Therefore, with a reasoning similar to the one used in the proof of Theorem 2.6,

λ must be in a Geršgorin disc of the second type, constructed from the jth row of Aλ.

Remark 4.2. It may happen that the ith Geršgorin disc of the second type of A is the same as the ith

Geršgorin disc of the second type of Aλ for i = 1, 2, . . . , n, but generally this is not always the case even

when A is nonnegative.

Example 4.3. Let

A =


−4 −17 −11 −2

0 4 0 0

0 −1 3 0

1 −22 −7 −1

 .
Then

A′ =


−4 −17 −11 −2 0

0 4 0 0 0

0 −1 3 0 0

1 −22 −7 −1 0

0 0 0 0 0

 .
The discs of the second type of the matrix A, with respect to the increasing order of the rows, are

D̂1A(−4, 26), D̂2A(4, 0), D̂3A(3, 1) and D̂4A(−1, 30), while those of A′ are D̂1A′(−4, 28), D̂2A′(4, 0), D̂3A′(3, 1)

and D̂4A′(−1, 29). The fifth disc of A′ is trivial and useless in this example. The eigenvalues and eigenvectors

of A are:

λ1 = −3, associated to v1 = [ 2 0 0 − 1 ]T ,

λ2 = −2, associated to v2 = [ 1 0 0 − 1 ]T ,

λ3 = 3, associated to v3 = [ 1 0 − 1 2 ]T ,
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λ4 = 4, associated to v4 = [ 0 − 1 1 3 ]T .

Each one of the above eigenvectors possesses an element with absolute value greater than or equal to the

absolute value of the sum of all its elements. As it can be easily seen, each one of the eigenvalues of A is in

the intersection of some Geršgorin discs of the second type of A′, in accordance to Theorem 4.1.

5. Conclusion. The work done in this paper applies to real matrices since it is based, in large part, on

Lemma 2.4. In the case of complex non-real matrices, we may obtain discs of different algebraic structure,

since we cannot generally form a positive real radius by summing non-real elements. This is worthy of

a separate study. Another point that is worth mentioning is that it is not rare for an eigenvalue to be

associated with an eigenvector such that the absolute value of one of its elements is greater than or equal

to the absolute value of all its elements. In other words, for every real matrix, there is a chance that one or

more of the eigenvalues are located in some Geršgorin discs of the second type of A′, where A′ is defined as

in Theorem 4.1. In connection to that, we state the following open question.

Open Question 5.1. For every n×n real matrix A, with n ≥ 2, is it the case that at least one eigenvalue

is located in a Geršgorin disc of the second type of A′, where A′ is defined as in Theorem 4.1?
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