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Abstract. The Real Nonnegative Inverse Eigenvalue Problem (RNIEP) asks when is a list

σ = (λ1, λ2, . . . , λn)

consisting of real numbers the spectrum of an n × n nonnegative matrix A. In that case, σ is said

to be realizable and A is a realizing matrix. In a recent paper dealing with RNIEP, P. Paparella

considered cases of realizable spectra where a realizing matrix can be taken to have a special form,

more precisely such that the entries of each row are obtained by permuting the entries of the first row.

A matrix of this form is called permutative. Paparella raised the question whether any realizable list

σ can be realized by a permutative matrix or a direct sum of permutative matrices. In this paper,

it is shown that in general the answer is no.

AMS subject classifications. 15A29, 15B48.

Key words. Nonnegative matrix, Nonnegative inverse eigenvalue problem, Permutative matrix.

1. Introduction. Let σ = (λ1, λ2, . . . , λn) be a list of n real numbers. We say

that σ is realizable if there exists an n×n nonnegative matrix A with spectrum σ, and

A is said to be a realizing matrix. The problem of characterizing the realizable real

lists is known as the Real Nonnegative Inverse Eigenvalue Problem (RNIEP), and has

been introduced by Suleimanova [5]. It is solved for n ≤ 4, where the cases n = 1, 2

are trivial, and the cases n = 3, 4 were solved by Loewy and London [2]. The RNIEP

is open for any n ≥ 5, an evidence of its difficulty. Well known related problems

are the so called Nonnegative Inverse Eigenvalue Problem (NIEP) and Symmetric

Nonnegative Inverse Eigenvalue Problem (SNIEP), but they will not be discussed

here.

The purpose of this paper is to consider the case where the real list σ can be

realized by a special type of a (nonnegative) matrix, defined as follows.
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Definition 1.1. Let A be an n× n matrix. We call A a permutative matrix (a

term coined by C.R. Johnson, see a footnote in [3]) if there exist x = (x1, x2, . . . , xn)
t

and n× n permutation matrices P2, P3, . . . , Pn such that

B =











xt

(P2x)
t

...

(Pnx)
t











.

Paparella [3] considers realizable lists which can be realized by permutative ma-

trices or their direct sum. He shows that for n ≤ 4 this is always possible. Moreover,

it is shown in [3] that if σ contains one positive number and is realizable then it can

be realized by a permutative matrix, thus giving a constructive proof of a well known

theorem of Suleimanova [5]. At the end of [3], the author raises the following problem.

Can every realizable (real) list be realized by a permutative matrix or a direct sum of

such matrices?

The problem raised by Paparella is significant in the following sense: If the answer

is positive, then for any realizable (real) list there is a realizing matrix which has a

simple and explicit form involving only n numbers. It is our purpose to answer this

question negatively. This will be done in the next section.

Let sk(σ) =
∑k

i=1
λk
i be the k-th moment (power sum) of σ, k = 1, 2, . . .

2. The main result. In this section, we exhibit a list of five real numbers which

is realizable, but cannot be realized by a permutative matrix or a direct sum of such

matrices.

Let

a = 8/25 +
√
51/50 and b = 8/25−

√
51/50,(2.1)

and let

σ = (1, a, b,−4/5,−21/25).(2.2)

For simplicity, and since σ is fixed in this section, we write sk for sk(σ). It is straight-

forward to check that

s1 = 0, s2 = 3239/1250, s3 = 0, s4 = 6107321/3125000, s5 = 861/3125.

Moreover, 12s5 − 5s2s3 + 5s3
√

4s4 − s2
2
= 10332/3125, hence σ is realizable by a

result of Laffey and Meehan [1]. In fact, σ can be realized even as the spectrum of

a 5 × 5 symmetric nonnegative matrix. This follows from a recent paper of Spector
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[4], (cf. Theorem 3 there), since s1 and s3 are 0, while a− 21/25 < 0. It follows from

(2.2) that every realizing matrix has to be irreducible.

Theorem 2.1. The list σ cannot be realized by a permutative matrix or a direct

sum of such matrices.

Proof. We argue by contradiction. Suppose there exists a permutative matrix A

with spectrum σ. Then,

A =















x1 x2 x3 x4 x5

· · · · ·
· · · · ·
· · · · ·
· · · · ·















,

where xi, i = 1, 2, 3, 4, 5, are nonnegative real numbers, and each row of A consists

of a suitable permutation of these numbers. Also, here and throughout, “ · ” denotes

an entry which might be 0 or positive. Note that s1 = 0 implies tr(A) = 0 and

s3 = 0 implies tr(A3) = 0. It is convenient to think about these equalities in terms

of G(A), the directed graph corresponding to A. Recall that the vertices of G(A) are

labeled 1 to 5, and there is a (directed) edge from vertex i to vertex j if and only if

aij > 0. Then it follows that G(A) contains no loops or 3-cycles. In particular, all

main diagonal entries of A are zero.

It follows that x1 = 0. If no other xi is equal to zero, then all the main diagonal

entries of A are equal to x1, and hence, all off-diagonal entries of A are positive. Then,

clearly, G(A) contains a 3-cycle, which is impossible. So, at least one additional xi

is positive, and since we can apply a permutation similarity, we can assume without

loss of generality that x2 = 0. On the other hand, since A 6= 0 there exists a positive

xi, so without loss of generality (same argument) we may assume x3 > 0.

We now show that at least one of x4, x5 must be positive. If this is not the case,

then each row of A contains exactly one positive entry, namely x3. If there is a column

of A containing no x3, then A is singular, which is not the case. Otherwise, there

exists a 5 × 5 permutation matrix P such that A = x3P , which is also impossible.

Hence, at least one of x4, x5 must be positive, which we may assume to be x4.

Suppose that x5 > 0. Then each row of A contains 3 positive entries. Hence,

a34 + a35 > 0. We now distinguish three cases.

(I) Suppose that a34 and a35 are positive. Then, as G(A) contains no 3-cycles,

we must have a41 = a51 = 0. But then a42, a43, a45, a52, a53 and a54 are all
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positive. So,

A =















x1 x2 x3 x4 x5

· 0 · · ·
· · 0 + +

0 + + 0 +

0 + + + 0















,

where “+ ” denotes throughout a positive entry. But this is impossible,

because if a23 > 0, then 2 7→ 3 7→ 4 7→ 2 is a 3-cycle in G(A), which is

impossible, while if a24 > 0, then 2 7→ 4 7→ 5 7→ 2 is a 3-cycle in G(A), which

is also impossible. Hence, this case is not possible.

(II) Suppose that a34 > 0 and a35 = 0. Hence, a31 and a32 are positive. We must

have a53 = 0 or else 1 7→ 5 7→ 3 7→ 1 is a 3-cycle in G(A), a contradiction.

Likewise, we must have a43 = 0. Hence, a41, a42, a45, a51, a52 and a54 are all

positive, so

A =















x1 x2 x3 x4 x5

· 0 · · ·
+ + 0 + 0

+ + 0 0 +

+ + 0 + 0















,

and this leads to a contracdiction as follows: At least one of a24, a25 is pos-

itive. If a24 is positive, then 2 7→ 4 7→ 5 7→ 2 is a 3-cycle in G(A) while if

a25 is positive, then 2 7→ 5 7→ 4 7→ 2 is a 3-cycle in G(A). Hence, this case is

impossible.

(III) Supose that a35 > 0 and a34 = 0. Hence, a31 and a32 are positive, and as in

(II), we must have a43 = a53 = 0, implying a41, a42, a45, a51, a52 and a54 are

all positive. Hence,

A =















x1 x2 x3 x4 x5

· 0 · · ·
+ + 0 0 +

+ + 0 0 +

+ + 0 + 0















,

and we get a contradiction as in (II), namely either a24 > 0, in which case

we have the 3-cycle 2 7→ 4 7→ 5 7→ 2, or a25 > 0, in which case we have the

3-cycle 2 7→ 5 7→ 4 7→ 2.

This shows that assuming x5 > 0 leads to a contradiction.
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Suppose now that x5 = 0. Then each row of A contains 2 positive entries, x3 and

x4. We assume first that a21 > 0. Then we must have a32 = a42 = 0, otherwise G(A)

contains the 3-cycle 2 7→ 1 7→ 3 7→ 2 or the 3-cycle 2 7→ 1 7→ 4 7→ 2, a contradiction.

Then, as A is nonsingular, we must have a52 > 0. So A looks like

A =















x1 x2 x3 x4 x5

+ 0 · · ·
· 0 0 · ·
· 0 · 0 ·
· + · · 0















,

leading us to consider two cases.

(IV) Suppose that a31 > 0. Then, a43 = 0, or else we have the 3-cycle 1 7→ 4 7→
3 7→ 1. We conclude that a41 and a45 are positive (two positive entries in ev-

ery row). Not allowing 3-cycles implies a51 = a24 = a34 = 0. Hence, a35 > 0,

implying a23 = 0, and hence a25 > 0. It follows that each of the second, third

and fourth rows has the pattern (+,0,0,0,+), where one of the positive entries

is x3 and the other is x4. This means that two of these rows are identical, so

A is singular, a contradiction. This implies that when a21 > 0 we must have

a31 = 0.

(V) Suppose that a31 = 0. Then A looks like

A =















x1 x2 x3 x4 x5

+ 0 · · ·
0 0 0 · ·
· 0 · 0 ·
· + · · 0















,

and we must have (two positive entries in each row) a34, a35 > 0. Continuing

as in previous arguments we conclude a41 = a51 = 0, a43, a45 > 0, a53 = 0 and

a54 > 0. This leads to a contradiction, as we get the 3-cycle 3 7→ 5 7→ 4 7→ 3.

This shows that when x5 = 0 we must have a21 = 0. Then (two positive en-

tries in every row) at least one of a23, a24 must be positive, and by symmetry

(between the indices 3 and 4) we may assume a23 > 0. We consider two cases.

(a) Suppose that a24 > 0. Then a25 = 0. If a51 = a52 = 0, then a53 and

a54 must be positive, implying that each of of the first, second and fifth

rows has the pattern (+,0,0,0,+), where one of the positive entries is

x3 and the other is x4. Hence, A has two equal rows, so is singular, a

contradiction. By the symmetry of the indices 1 and 2 we may there-

fore assume that a51 > 0. Since no 3-cycle is allowed we conclude that
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a35 = a45 = 0, leading to a contradiction as the last column of A is zero.

(b) Suppose that a24 = 0. Then a25 > 0. We claim that a31 + a32 > 0.

Otherwise a34, a35 > 0, and as no 3-cycles are allowed we must have

a41 = a51 = 0, so the first column of A is zero, a contradiction. By

symmetry, we may perform a permutation similarity which interchanges

1 and 2 as well as 4 and 5. This allows us to assume that a31 > 0, so A

looks like

A =















x1 x2 x3 x4 x5

0 0 + 0 +

+ · 0 · ·
· · · 0 ·
· · · · 0















,

implying (no 3-cycles) a43 = 0. We claim that a41 > 0. Otherwise (two

positive entries in each row) a42, a45 > 0, implying (no 3-cycles) a51 =

a54 = 0, and so a52, a53 > 0. This forces a34 = a35 = 0 and a32 > 0.

Hence, G(A) contains the 3-cycle 2 7→ 5 7→ 3 7→ 2, a contradiction.

Therefore, a41 > 0, so A looks like

A =















x1 x2 x3 x4 x5

0 0 + 0 +

+ · 0 · ·
+ · 0 0 ·
· · · · 0















,

implying a34 = 0. We claim that a32 > 0. Otherwise we must have

a35 > 0, and so a51 = a52 = 0, while a53, a54 > 0. As no column of

A can be zero we must have a42 > 0, but then we have the 3-cycle

2 7→ 5 7→ 4 7→ 2, a contradiction. Hence, a32 > 0, so a35 = a53 = 0. If

a54 = 0, then we must have a51, a52 > 0, implying a45 = 0. But now we

have that A[345], the principal submatrix of A based on indices 3,4,5

is zero, so A is singular, which is impossible. Hence, a54 > 0, implying

a42 = 0, a45 > 0, a51 = 0, a52 > 0. We finally get to the only (+, 0)

pattern that A can take, namely,

A =















0 0 + + 0

0 0 + 0 +

+ + 0 0 0

+ 0 0 0 +

0 + 0 + 0















,

so the undirected graph corresponding to G(A) is just the 5-cycle, and

in G(A) if i 7→ j, then j 7→ i.
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We find it convenient to change the notation, and we replace x3, x4 by x, y. Recall

that the spectral radius of σ is 1, and on the other hand each row sum of A is x+ y,

hence we must have x+ y = 1, so y = 1− x. We also find it convenient to perform a

permutation similarity of our matrix so that in G(A) we have 1 ↔ 2, 2 ↔ 3, 3 ↔ 4,

4 ↔ 5, and 5 ↔ 1. Hence, the first row of A is (0, x, 0, 0, y = 1− x), and every other

row has each of x, y one time, so altogether we have 16 possible matrices to check.

We will show that none will give the desired spectrum. The computations throughout

are performed in Maple 18 and use exact arithmetic.

Denote by q(t) the monic polynomial in the indeterminate t whose roots are the

elements of σ, that is,

q(t) = (t− 1)(t− a)(t− b)(t+ 4/5)(t+ 21/25),

where a and b are defined by (2.1). It follows that

q(t) = t5 − (3239/2500)t3 + (21919/62500)t− 861/15625.

Then, the coefficient of t3 in q(t) is −3239/2500. We call the 16 possible matrices

A1, A2, . . . , A16. For each of those matrices, we will compute the characteristic poly-

nomial, which we call qi(t). For each matrix Ai, if its spectrum is σ, the coefficient of

t3 in qi(t) must be −3239/2500. This will be used to determine x. We then show that

the computed x does not satisfy other conditions forced by equality of q(t) and qi(t).

To describe uniquely each matrix Ai it suffices to indicate the location of x in each

of its rows except the first one (where, as indicated, the x is located in the second

place). In the following list, the row vector vi consists of 4 components, where in the

ith component we give the location of x in the (i+ 1)-th row of Ai.

• v1 = (1, 4, 3, 4), v2 = (1, 4, 3, 1), v3 = (1, 4, 5, 4), v4 = (1, 4, 5, 1),

• v5 = (1, 2, 3, 4), v6 = (1, 2, 3, 1), v7 = (1, 2, 5, 4), v8 = (1, 2, 5, 1),

• v9 = (3, 4, 3, 4), v10 = (3, 4, 3, 1), v11 = (3, 4, 5, 4), v12 = (3, 4, 5, 1),

• v13 = (3, 2, 3, 4), v14 = (3, 2, 3, 1), v15 = (3, 2, 5, 4), v16 = (3, 2, 5, 1),

so, for example,

A1 =















0 x 0 0 1− x

x 0 1− x 0 0

0 1− x 0 x 0

0 0 x 0 1− x

1− x 0 0 x 0















,
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and

A12 =















0 x 0 0 1− x

1− x 0 x 0 0

0 1− x 0 x 0

0 0 1− x 0 x

x 0 0 1− x 0















.

Computing the characteristic polynomials of the matrices Ai, i = 1, 2, . . . , 16,

yields four different polynomials, namely:

• q1(t) = t5 − (3x2 − 3x+ 2)t3 − (−x4 + 2x3 − 4x2 + 3x− 1)t− x4 + 2x3 − x2,

• q4(t) = t5 − (−x2 + x+1)t3 − (3x4 − 6x3 +5x2 − 2x)t+3x4 − 6x3 +4x2 − x,

• q6(t) = t5 − (−x2 + x+ 1)t3 − (−x4 + 2x3 − x)t − x4 + 2x3 − x2,

• q12(t) = t5+5x(−1+x)t3−(−5x4+10x3−5x2)t−5x4+10x3−10x2+5x−1,

and we also have

• q1(t) = q2(t) = q3(t) = q7(t) = q15(t),

• q4(t) = q5(t) = q10(t) = q11(t) = q16(t),

• q6(t) = q8(t) = q9(t) = q13(t) = q14(t).

Consider first the matrix A1. If its spectrum is equal to σ, then the coefficients

of t3 in q(t) and q1(t) must coincide, so x has to satisfy

−(3x2 − 3x+ 2) = −3239/2500,

which yields the two solutions x1m,x1p given by x1m = 1/2−
√
38/50, x1p = 1/2+√

38/50. Substituting either one of those numbers into A1 we get, in both cases, the

characteristic polynomial

t5 − (3239/2500)t3 + (2192069/6250000)t− 344569/6250000,

which is not equal to q(t), so the spectrum of A1 cannot be σ.

Consider now A4. A similar argument leads to the equation

−(−x2 + x+ 1) = −3239/2500,

which has no real roots. Hence, the spectrum of A4 cannot be σ. We note that the

coefficients of t3 in q4(t) and q6(t) are the same polynomial in x, implying that the

spectrum of A6 cannot be σ as well. Finally, we consider A12. A similar argument

leads to the equation

−5x+ 5x2 = −3239/2500,

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 31, pp. 765-773, December 2016

http:/repository.uwyo.edu/ela



ELA

A Note on the Real Nonnegative Inverse Eigenvalue Problem 773

which has no real roots, so the spectrum of A12 cannot be σ. As these are the only

distinct cases we have shown that σ cannot be realized as the spectrum of a permuta-

tive matrix. Since any nonnegative matrix with spectrum σ must be irreducible, this

completes the proof.
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