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Abstract. Let $M=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ be a complex square matrix where $A$ is square. When $B C B^{\Omega}=$ $0, \operatorname{rank}(B C)=\operatorname{rank}(B)$ and the group inverse of $\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)$ exists, the group inverse of $M$ exists if and only if $\operatorname{rank}\left(B C+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A\right)=\operatorname{rank}(B)$. In this case, a representation of $M^{\#}$ in terms of the group inverse and Moore-Penrose inverse of its subblocks is given. Let $A$ be a real matrix. The sign pattern of $A$ is a $(0,+,-)$-matrix obtained from $A$ by replacing each entry by its sign. The qualitative class of $A$ is the set of the matrices with the same sign pattern as $A$, denoted by $Q(A)$. The matrix $A$ is called $\mathrm{S}^{2} \mathrm{GI}$, if the group inverse of each matrix $\widetilde{A} \in Q(A)$ exists and its sign pattern is independent of $\tilde{A}$. By using the group inverse representation, a necessary and sufficient condition for a real block matrix $\left(\begin{array}{ccc}A & \Delta_{1} & Y_{1} \\ \Delta_{2} & 0 & 0 \\ Y_{2} & 0 & 0\end{array}\right)$ to be an S ${ }^{2}$ GI-matrix is given, where $A$ is square, $\Delta_{1}$ and $\Delta_{2}$ are invertible, $Y_{1}$ and $Y_{2}$ are sign orthogonal.
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1. Introduction. Let $\mathbb{C}^{m \times n}$ and $\mathbb{R}^{m \times n}$ be the sets of $m \times n$ complex matrices and $m \times n$ real matrices, respectively. For $A \in \mathbb{C}^{n \times n}$, the group inverse of $A$ is a matrix $X \in \mathbb{C}^{n \times n}$ satisfying

$$
A X A=A, \quad X A X=X, \quad A X=X A
$$

[^0]It is well-known that the group inverse exists if and only if $\operatorname{rank}(A)=\operatorname{rank}\left(A^{2}\right)$; in this case, the group inverse is unique (see [1]). As is customary, we denote the group inverse of $A$ by $A^{\#}$. When $A$ is nonsingular, $A^{\#}=A^{-1}$. For $A \in \mathbb{C}^{m \times n}$, the matrix $X \in \mathbb{C}^{n \times m}$ is called the Moore-Penrose inverse of $A$ if $A X A=A, X A X=$ $X,(A X)^{*}=A X$ and $(X A)^{*}=X A$, where $A^{*}$ is the conjugate transpose of $A$. Let $A^{+}$denote the Moore-Penrose inverse of $A$. It is well-known that $A^{+}$exists and is unique (see [9]). Throughout this paper, $A^{\Omega}=I-A A^{+}, A^{Z}=I-A^{+} A$ and $A^{\pi}=I-A A^{\#}$, where $I$ is the identity matrix.

There are many applications of the group inverse of matrices in algebraic connectivity and algebraic bipartiteness of graphs (see [15, 19]), Markov chains (see [9]), and resistance distance (see [6]). In 1979, Campbell and Meyer proposed the open problem of finding explicit formulas for the Drazin or group inverse of a $2 \times 2$ block matrix $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ in terms of its subblocks, where $A$ and $D$ are square (see [9]). At present, the problem of finding explicit representations for the group inverse of $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ have not been completely solved. Recently, the existence and the representations for the group inverse of block matrices were given under some conditions (see [8, 11, 13, 14, 18]).

Let $\operatorname{sgn}(a)$ be the $\operatorname{sign}$ of a real number $a$, which is defined to be,- 0 or + depending on $a<0, a=0$ or $a>0$. The sign pattern of $A \in \mathbb{R}^{m \times n}$ is a $(0,+,-)$ matrix obtained from $A$ by replacing each entry by its sign, denoted by $\operatorname{sgn}(A)$, i.e., for matrix $A=\left(a_{i j}\right)_{m \times n}, \operatorname{sgn}(A)=\left(\operatorname{sgn}\left(a_{i j}\right)\right)_{m \times n}$. The qualitative class of the real matrix $A$ is the set of the matrices with the same sign pattern as $A$, denoted by $Q(A)$ (see [23]). For $A \in \mathbb{R}^{n \times n}, A$ is called an SNS-matrix if each $\widetilde{A} \in Q(A)$ is nonsingular. The matrix $A$ is called an $\mathrm{S}^{2}$ NS-matrix if $A$ is an SNS-matrix and $\operatorname{sgn}\left(\widetilde{A}^{-1}\right)=\operatorname{sgn}\left(A^{-1}\right)$ for each $\widetilde{A} \in Q(A)$ (see 4]). The matrix $A \in \mathbb{R}^{n \times n}$ is called an SGI-matrix if $\widetilde{A}^{\#}$ exists for each $\widetilde{A} \in Q(A)$. If $A$ is an SGI-matrix and $\operatorname{sgn}\left(\widetilde{A}^{\#}\right)=$ $\operatorname{sgn}\left(A^{\#}\right)$ for each $\widetilde{A} \in Q(A)$, then $A$ is an $\mathrm{S}^{2}$ GI-matrix, sometimes we say $A$ has signed generalized inverse to indicate that $A$ is an $\mathrm{S}^{2} \mathrm{GI}$-matrix (see [25]).

The sign pattern of matrix has important applications in the qualitative economics (see [4, 16, 17, 20, 21, 23]). The monograph of Brualdi and Shader introduces many results on $\mathrm{S}^{2}$ NS-matrices (see [4). In 1995, Shader gave a description for the structure of matrices with signed Moore-Penrose inverse (see [22]). In 2001, Shao and Shan completely characterized the matrices with signed Moore-Penrose inverse (see [23]). In 2004, Britz, Olesky and Driessche researched the signed Moore-Penrose inverse for the matrices with an acyclic bipartite graph (see [3). In 2010, M. Catral et al. proved that a nonnegative matrix corresponding to a broom graph has a signed group inverse (see [12]). In 2014, Bapat and Ghorbani gave some results on the zero
pattern of the inverse of lower triangular matrices (see [2]). In [25], a real block matrix $M=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ was shown to be an SGI-matrix if $\operatorname{sgn}\left(B^{\top}\right)=\operatorname{sgn}(C)$ and $C$ has signed Moore-Penrose inverse, and $M$ is an $\mathrm{S}^{2}$ GI-matrix with an additional condition $A=0$. In [7, 26], some results on real block matrices $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ with signed Drazin inverse were given under the condition $\operatorname{sgn}\left(B^{\top}\right)=\operatorname{sgn}(C)$ and other conditions.

Let $M=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ be a complex square matrix, where $A$ is square. When $B C B^{\Omega}=0, \operatorname{rank}(B C)=\operatorname{rank}(B)$ and the group inverse of $\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)$ exists, we obtain the group inverse of $M$ exists if and only if $\operatorname{rank}\left(B C+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A\right)=$ $\operatorname{rank}(B)$. In this case, we give the representation of $M^{\#}$ in terms of the group inverse and Moore-Penrose inverse of its subblocks. By using this representation, we give a necessary and sufficient condition for a real block matrix $\left(\begin{array}{ccc}A & \Delta_{1} & Y_{1} \\ \Delta_{2} & 0 & 0 \\ Y_{2} & 0 & 0\end{array}\right)$ to be an $\mathrm{S}^{2}$ GI-matrix, where $A$ is square, $\Delta_{1}$ and $\Delta_{2}$ are invertible, $\widetilde{Y_{1} \widetilde{Y_{2}}}=0$ for each $\widetilde{Y}_{i} \in Q\left(Y_{i}\right), i=1,2$.
2. Some lemmas. Before our main results, some lemmas on the group inverse of $2 \times 2$ block matrix and the matrix sign pattern are presented. First, we define the notion of sign orthogonality and introduce other notations.

Lemma 2.1. [5] Let $M=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ be a complex square matrix, where $A$ is nonsingular. If the group inverse of $S=D-C A^{-1} B$ exists, then
(i) $M^{\#}$ exists if and only if $R=A^{2}+B S^{\pi} C$ is nonsingular; (ii) If $M^{\#}$ exists, then $M^{\#}=\left(\begin{array}{cc}X & Y \\ Z & W\end{array}\right)$, where

$$
\begin{aligned}
X & =A R^{-1}\left(A+B S^{\#} C\right) R^{-1} A \\
Y & =A R^{-1}\left(A+B S^{\#} C\right) R^{-1} B S^{\pi}-A R^{-1} B S^{\#} \\
Z & =S^{\pi} C R^{-1}\left(A+B S^{\#} C\right) R^{-1} A-S^{\#} C R^{-1} A \\
W & =S^{\pi} C R^{-1}\left(A+B S^{\#} C\right) R^{-1} B S^{\pi}-S^{\#} C R^{-1} B S^{\pi}-S^{\pi} C R^{-1} B S^{\#}+S^{\#}
\end{aligned}
$$

Lemma 2.2. 10 Let $M=\left(\begin{array}{ll}A & 0 \\ B & 0\end{array}\right) \in \mathbb{C}^{n \times n}$ and let $A \in \mathbb{C}^{r \times r}$. Then $M^{\#}$ exists if and only if $A^{\#}$ exists and $\operatorname{rank}(A)=\operatorname{rank}\binom{A}{B}$. If $M^{\#}$ exists, then $M^{\#}=\left(\begin{array}{cc}A^{\#} & 0 \\ B\left(A^{\#}\right)^{2} & 0\end{array}\right)$.

Lemma 2.3. [24] Let $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in \mathbb{C}^{n \times n}$. If $A-B D^{-1} C$ is invertible, then

$$
M^{-1}=\left(\begin{array}{cc}
(M / D)^{-1} & -(M / D)^{-1} B D^{-1} \\
-D^{-1} C(M / D)^{-1} & D^{-1}+D^{-1} C(M / D)^{-1} B D^{-1}
\end{array}\right)
$$

where $M / D=D-C A^{-1} B$.
The term rank of a matrix, denoted by $\rho(A)$, is the maximal cardinality of the sets of nonzero entries of $A$ no two of which lie in the same row or same column. It is easy to see that $\rho(A)=n$ when $A$ is an invertible matrix of order $n$. Let $A$ be an $m \times n$ matrix, and let $[m]=\{1, \ldots, m\},[n]=\{1, \ldots, n\}$. If $S$ and $T$ are the subsets of $[m]$ and $[n]$ respectively, then $A[S \mid T]$ denotes the submatrix of $A$, whose rows index set is $S$ and columns index set is $T$. If $S=[m]$ or $T=[n]$, we abbreviate $A[S \mid T]$ by $A[: \mid T]$ or $A[S \mid:]$. Let $(A)_{i, j}, N_{r}(A)$ and $N_{c}(A)$ denote the $(i, j)$ entry of matrix $A$, the number of rows and the number of columns of the matrix $A$, respectively.

Definition 2.4. If $\operatorname{sgn}(\widetilde{A} \widetilde{B})=0$ for all the matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ $\left(N_{c}(A)=N_{r}(B)\right)$, then the matrices $A$ and $B$ are called sign orthogonal.

Lemma 2.5. [23] Let $A$ be a real matrix of order $n$ such that $\rho(A)=n$ and $A$ is not an SNS matrix. Then there exist invertible matrices $A_{1}$ and $A_{2}$ in $Q(A)$, and integers $p$, $q$ with $1 \leq p, q \leq n$, such that $\left(A_{1}^{-1}\right)_{q, p}\left(A_{2}^{-1}\right)_{q, p}<0$.

In [23, Theorem 4.2], Shao and Shan gave a result on $\operatorname{sgn}\left(\widetilde{A}^{+} \widetilde{B} \widetilde{C}^{+}\right)$for all matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ and $\widetilde{C} \in Q(C)$. By using the similar methods as [23, Theorem 4.2], we establish a result on $\operatorname{sgn}(A B C)$, for all matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ and $\widetilde{C} \in Q(C)$.

Lemma 2.6. Let $A, B, C$ be real matrices with $N_{c}(A)=N_{r}(B)$ and $N_{c}(B)=$ $N_{r}(C)$. If $\operatorname{sgn}(A \widetilde{B} C)=\operatorname{sgn}(A B C)$ for all matrices $\widetilde{B} \in Q(B)$, then $\operatorname{sgn}(\widetilde{A} \widetilde{B} \widetilde{C})=$ $\operatorname{sgn}(A B C)$ for all matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ and $\widetilde{C} \in Q(C)$.

Proof. Let $D=A B C$. Then

$$
\begin{equation*}
(D)_{i, j}=\sum_{k_{2}=1}^{N_{c}(B)} \sum_{k_{1}=1}^{N_{r}(B)}(A)_{i, k_{1}}(B)_{k_{1}, k_{2}}(C)_{k_{2}, j} \tag{2.1}
\end{equation*}
$$

If there exist matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ and $\widetilde{C} \in Q(C)$ such that $\operatorname{sgn}(\widetilde{A} \widetilde{B} \widetilde{C}) \neq$ $\operatorname{sgn}(A B C)$, then there exist integers $i_{1}, j_{1}, p_{1}, p_{2}, q_{1}, q_{2}$ and $\left(p_{1}, q_{1}\right) \neq\left(p_{2}, q_{2}\right)$ such that

$$
\begin{aligned}
& \operatorname{sgn}\left((A)_{i_{1}, p_{1}}(B)_{p_{1}, q_{1}}(C)_{q_{1}, j_{1}}\right)=+ \\
& \operatorname{sgn}\left((A)_{i_{1}, p_{2}}(B)_{p_{2}, q_{2}}(C)_{q_{2}, j_{1}}\right)=-
\end{aligned}
$$

For $k=1,2$, let

$$
\left(B_{k}\right)_{p, q}=\left\{\begin{array}{cl}
\frac{1}{\varepsilon}(B)_{p, q}, & p=p_{k}, q=q_{k} \\
(B)_{p, q}, & \text { otherwise }
\end{array}\right.
$$

where $\varepsilon>0, p=1, \ldots, N_{r}(B)$ and $q=1, \ldots, N_{c}(B)$. Clearly, $B_{1}, B_{2} \in Q(B)$ and

$$
\begin{equation*}
\operatorname{sgn}\left(A B_{1} C\right)=\operatorname{sgn}\left(A B_{2} C\right) \tag{2.2}
\end{equation*}
$$

Let $D_{1}=A B_{1} C, D_{2}=A B_{2} C$. By (2.1),

$$
\begin{aligned}
& \left(D_{1}\right)_{i_{1}, j_{1}}=\sum_{k_{2}=1}^{N_{c}(B)} \sum_{k_{1}=1}^{N_{r}(B)}(A)_{i_{1}, k_{1}}\left(B_{1}\right)_{k_{1}, k_{2}}(C)_{k_{2}, j_{1}}+\left(\frac{1}{\varepsilon}-1\right)(A)_{i_{1}, p_{1}}\left(B_{1}\right)_{p_{1}, q_{1}}(C)_{q_{1}, j_{1}}, \\
& \left(D_{2}\right)_{i_{1}, j_{1}}=\sum_{k_{2}=1}^{N_{c}(B)} \sum_{k_{1}=1}^{N_{r}(B)}(A)_{i_{1}, k_{1}}\left(B_{2}\right)_{k_{1}, k_{2}}(C)_{k_{2}, j_{1}}+\left(\frac{1}{\varepsilon}-1\right)(A)_{i_{1}, p_{2}}\left(B_{2}\right)_{p_{2}, q_{2}}(C)_{q_{2}, j_{1}} .
\end{aligned}
$$

When $\varepsilon$ is sufficiently small,

$$
\begin{aligned}
& \operatorname{sgn}\left(\left(D_{1}\right)_{i_{1}, j_{1}}\right)=\operatorname{sgn}\left((A)_{i_{1}, p_{1}}\left(B_{1}\right)_{p_{1}, q_{1}}(C)_{q_{1}, j_{1}}\right)=+, \\
& \operatorname{sgn}\left(\left(D_{2}\right)_{i_{1}, j_{1}}\right)=\operatorname{sgn}\left((A)_{i_{1}, p_{2}}\left(B_{2}\right)_{p_{2}, q_{2}}(C)_{q_{2}, j_{1}}\right)=-.
\end{aligned}
$$

Thus, $\operatorname{sgn}\left(\left(D_{1}\right)_{i_{1}, j_{1}}\right) \neq \underset{\widetilde{A}}{\operatorname{sgn}}\left(\left(D_{2}\right)_{i_{1}, j_{1}}\right)$, which contradicts (2.2). So $\operatorname{sgn}(\widetilde{A} \widetilde{B} \widetilde{C})=$ $\operatorname{sgn}(A B C)$ for all matrices $\widetilde{A} \in Q(A), \widetilde{B} \in Q(B)$ and $\widetilde{C} \in Q(C)$.
3. Main results. In this section, some results on the existence, representations and sign pattern for the group inverse of anti-triangular block matrices are given.

THEOREM 3.1. Let $M=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right) \in \mathbb{C}^{(n+m) \times(n+m)}$ such that the group inverse of $\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)$ exists. Let $\Gamma=B C+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A$, where $A \in \mathbb{C}^{n \times n}$. If $B C B^{\Omega}=0$ and $\operatorname{rank}(B C)=\operatorname{rank}(B)$, then
(i) $M^{\#}$ exists if and only if $\operatorname{rank}(\Gamma)=\operatorname{rank}(B)$;
(ii) If $M^{\#}$ exists, then $M^{\#}=\left(\begin{array}{cc}X & Y \\ Z & W\end{array}\right)$, where

$$
\begin{aligned}
X & =J A G A H-J A H-G A H-J A G+G+H+J, \\
Y & =\Gamma^{+} B+J A G A \Gamma^{+} B-J A \Gamma^{+} B-G A \Gamma^{+} B \\
Z & =(C-C G A) \Gamma^{+}(I+A G A H-A H-A G)+C G^{2}(I-A H) \\
W & =(C-C G A) \Gamma^{+} A\left(G A \Gamma^{+} B-\Gamma^{+} B\right)-C G^{2} A \Gamma^{+} B \\
J & =\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A \Gamma^{+}, H=\Gamma^{+} A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega}, G=\left(B^{\Omega} A B^{\Omega}\right)^{\#} .
\end{aligned}
$$

Proof. By the singular value decomposition (see [1), there exist unitary matrices $U \in \mathbb{C}^{n \times n}$ and $V^{*} \in \mathbb{C}^{m \times m}$ such that

$$
U B V^{*}=\left(\begin{array}{cc}
\Delta & 0  \tag{3.1}\\
0 & 0
\end{array}\right)
$$

where $\Delta$ is an $r \times r$ invertible diagonal matrix and $r=\operatorname{rank}(B)$. Let

$$
U A U^{*}=\left(\begin{array}{cc}
A_{1} & A_{2}  \tag{3.2}\\
A_{3} & A_{4}
\end{array}\right), \quad V C U^{*}=\left(\begin{array}{cc}
C_{1} & C_{2} \\
C_{3} & C_{4}
\end{array}\right)
$$

where $A_{1}, C_{1} \in \mathbb{C}^{r \times r}$. Then $M=\Phi \widetilde{M} \Phi^{*}$, where $\Phi=\left(\begin{array}{cc}U^{*} & 0 \\ 0 & V^{*}\end{array}\right)\left(\begin{array}{cccc}I & 0 & 0 & 0 \\ 0 & 0 & I & 0 \\ 0 & I & 0 & 0 \\ 0 & 0 & 0 & I\end{array}\right)$
is a unitary matrix, and

$$
\widetilde{M}=\left(\begin{array}{cccc}
A_{1} & \Delta & A_{2} & 0  \tag{3.3}\\
C_{1} & 0 & C_{2} & 0 \\
A_{3} & 0 & A_{4} & 0 \\
C_{3} & 0 & C_{4} & 0
\end{array}\right)
$$

Hence, if $M^{\#}$ exists, then

$$
\begin{equation*}
M^{\#}=\Phi(\widetilde{M})^{\#} \Phi^{*} \tag{3.4}
\end{equation*}
$$

Since $B C B^{\Omega}=0, \operatorname{rank}(B C)=\operatorname{rank}(B)$, (3.1) and (3.2) imply that $C_{2}=0$ and $C_{1}$ is invertible. Partition (3.3) into the following form

$$
\widetilde{M}=\left(\begin{array}{cccc}
A_{1} & \Delta & A_{2} & 0 \\
C_{1} & 0 & 0 & 0 \\
A_{3} & 0 & A_{4} & 0 \\
C_{3} & 0 & C_{4} & 0
\end{array}\right)=:\left(\begin{array}{cc}
N_{1} & N_{2} \\
N_{3} & N_{4}
\end{array}\right)
$$

where

$$
N_{1}=\left(\begin{array}{cc}
A_{1} & \Delta \\
C_{1} & 0
\end{array}\right), \quad N_{2}=\left(\begin{array}{cc}
A_{2} & 0 \\
0 & 0
\end{array}\right), \quad N_{3}=\left(\begin{array}{cc}
A_{3} & 0 \\
C_{3} & 0
\end{array}\right), \quad N_{4}=\left(\begin{array}{cc}
A_{4} & 0 \\
C_{4} & 0
\end{array}\right)
$$

It is easy to see that $\left(N_{1}\right)^{-1}=\left(\begin{array}{cc}0 & \left(C_{1}\right)^{-1} \\ \Delta^{-1} & -\Delta^{-1} A_{1}\left(C_{1}\right)^{-1}\end{array}\right)$. Calculations show that $\widetilde{M} / N_{1}=N_{4}-N_{3}\left(N_{1}\right)^{-1} N_{2}=N_{4}$. It follows from (3.1) and (3.2) that $\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)$
$=\Phi\left(\begin{array}{cc}0 & 0 \\ 0 & N_{4}\end{array}\right) \Phi^{*}$. Note that the group inverse of $\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)$ exists, so the group inverse of $\widetilde{M} / N_{1}$ exists. Since $N_{1}$ is invertible and the group inverse of $\widetilde{M} / N_{1}$ exists, by Lemma 2.1, $\widetilde{M}^{\#}$ exists if and only if $R=\left(N_{1}\right)^{2}+N_{2}\left(\widetilde{M} / N_{1}\right)^{\pi} N_{3}$ is invertible.

According to Lemma 2.2, it yields that $\left(\widetilde{M} / N_{1}\right)^{\#}=\left(\begin{array}{cc}A_{4}^{\#} & 0 \\ C_{4}\left(A_{4}^{\#}\right)^{2} & 0\end{array}\right)$. Calculations yield

$$
\begin{aligned}
R & =\left(N_{1}\right)^{2}+N_{2}\left(\widetilde{M} / N_{1}\right)^{\pi} N_{3} \\
& =\left(N_{1}\right)^{2}+N_{2}\left(I-\left(M / N_{1}\right)\left(M / N_{1}\right)^{\#}\right) N_{3} \\
& =\left(\begin{array}{cc}
A_{1}^{2}+A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1} & A_{1} \Delta \\
C_{1} A_{1} & C_{1} \Delta
\end{array}\right) .
\end{aligned}
$$

Note that $C_{1}$ is invertible, so

$$
\begin{aligned}
\operatorname{rank}(R) & =\operatorname{rank}\left(\begin{array}{cc}
A_{1}^{2}+A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1} & A_{1} \Delta \\
C_{1} A_{1} & C_{1} \Delta
\end{array}\right) \\
& =\operatorname{rank}\left(\begin{array}{cc}
A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1} & A_{1} \Delta \\
0 & C_{1} \Delta
\end{array}\right)
\end{aligned}
$$

Hence, $R$ invertible implies that $A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1}$ be invertible, that is

$$
\operatorname{rank}\left(A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1}\right)=r=\operatorname{rank}(B)
$$

By simple computations, we have

$$
\Gamma=B C+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A=\left(\begin{array}{cc}
A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1} & 0 \\
0 & 0
\end{array}\right)
$$

Thus, $R$ is invertible if and only if $\operatorname{rank}(\Gamma)=\operatorname{rank}(B)$. Applying Lemma 2.1, we get

$$
(\widetilde{M})^{\#}=\left(\begin{array}{cc}
\widetilde{X} & \widetilde{Y} \\
\widetilde{Z} & \widetilde{W}
\end{array}\right)
$$

where

$$
\begin{aligned}
\widetilde{X}= & N_{1} R^{-1} K R^{-1} N_{1} \\
\widetilde{Y}= & N_{1} R^{-1} K R^{-1} N_{2}\left(\widetilde{M} / N_{1}\right)^{\pi}-N_{1} R^{-1} N_{2}\left(\widetilde{M} / N_{1}\right)^{\#} \\
\widetilde{Z}= & \left(\widetilde{M} / N_{1}\right)^{\pi} N_{3} R^{-1} K R^{-1} N_{1}-\left(\widetilde{M} / N_{1}\right)^{\#} N_{3} R^{-1} N_{1} \\
\widetilde{W}= & \left(\widetilde{M} / N_{1}\right)^{\pi} N_{3} R^{-1} K R^{-1} N_{2}\left(\widetilde{M} / N_{1}\right)^{\pi}-\left(\widetilde{M} / N_{1}\right)^{\#} N_{3} R^{-1} N_{2}\left(\widetilde{M} / N_{1}\right)^{\pi} \\
& -\left(\widetilde{M} / N_{1}\right)^{\pi} N_{3} R^{-1} N_{2}\left(\widetilde{M} / N_{1}\right)^{\#}+\left(\widetilde{M} / N_{1}\right)^{\#} \\
K= & N_{1}+N_{2}\left(\widetilde{M} / N_{1}\right)^{\#} N_{3}
\end{aligned}
$$

By (3.4),

$$
M^{\#}=\Phi(\widetilde{M})^{\#} \Phi^{*}=\Phi\left(\begin{array}{cc}
\widetilde{X} & \widetilde{Y}  \tag{3.5}\\
\widetilde{Z} & \widetilde{W}
\end{array}\right) \Phi^{*}
$$

From (3.1), we get

$$
\begin{aligned}
& B B^{+}=U^{*}\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) U, \quad B^{\pi}=U^{*}\left(\begin{array}{cc}
0 & 0 \\
0 & I
\end{array}\right) U, \\
& B^{+} B=V^{*}\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) V, \quad B^{\Omega}=V^{*}\left(\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right) V .
\end{aligned}
$$

So by the above $B B^{+}, B^{\pi}, B^{+} B, B^{\Omega}$ and (3.2), it yields

$$
\begin{align*}
\Phi\left(\begin{array}{cc}
N_{1} & 0 \\
0 & 0
\end{array}\right) \Phi^{*} & =\left(\begin{array}{cc}
U^{*} & 0 \\
0 & V^{*}
\end{array}\right)\left(\begin{array}{cccc}
A_{1} & 0 & \Delta & 0 \\
0 & 0 & 0 & 0 \\
C_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{cc}
U & 0 \\
0 & V
\end{array}\right) \\
& =\left(\begin{array}{cc}
B B^{+} A B B^{+} & B \\
B^{+} B C & 0
\end{array}\right) \tag{3.6}
\end{align*}
$$

Similarly, we have

$$
\begin{gather*}
\Phi\left(\begin{array}{cc}
0 & N_{2} \\
0 & 0
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
B B^{+} A B^{\Omega} & 0 \\
0 & 0
\end{array}\right)  \tag{3.7}\\
\Phi\left(\begin{array}{cc}
0 & 0 \\
N_{3} & 0
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
B^{\Omega} A B B^{+} & 0 \\
B^{Z} C B B^{+} & 0
\end{array}\right)  \tag{3.8}\\
\Phi\left(\begin{array}{cc}
0 & 0 \\
0 & \left(\widetilde{M} / N_{1}\right)
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
B^{\Omega} A B^{\Omega} & 0 \\
C B^{\Omega} & 0
\end{array}\right) . \tag{3.9}
\end{gather*}
$$

Note that $B C B^{\Omega}=0$. Since the group inverse of $\widetilde{M} / N_{1}$ exists, Lemma 2.2 and (3.9) imply that

$$
\Phi\left(\begin{array}{cc}
0 & 0 \\
0 & \left(\widetilde{M} / N_{1}\right)^{\#}
\end{array}\right) \Phi^{*}=\Phi\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & A_{4}^{\#} & 0 \\
0 & 0 & C_{4}\left(A_{4}^{\#}\right)^{2} & 0
\end{array}\right) \Phi^{*}
$$

$(3.10)=\left(\begin{array}{cc}U^{*} & 0 \\ 0 & V^{*}\end{array}\right)\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & A_{4}^{\#} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & C_{4}\left(A_{4}^{\#}\right)^{2} & 0 & 0\end{array}\right)\left(\begin{array}{cc}U & 0 \\ 0 & V\end{array}\right)=\left(\begin{array}{cc}G & 0 \\ C G^{2} & 0\end{array}\right)$,
where $G=\left(B^{\Omega} A B^{\Omega}\right)^{\#}$. Similarly,

$$
\Phi\left(\begin{array}{cc}
0 & 0  \tag{3.11}\\
0 & \left(\widetilde{M} / N_{1}\right)^{\pi}
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} & 0 \\
-C B^{\Omega} G & B^{Z}
\end{array}\right)
$$

It follows from (3.6)-(3.8) and (3.10) that

$$
\begin{align*}
& \Phi\left(\begin{array}{cc}
K & 0 \\
0 & 0
\end{array}\right) \Phi^{*} \\
= & \Phi\left(\begin{array}{cc}
N_{1} & 0 \\
0 & 0
\end{array}\right) \Phi^{*}+\Phi\left(\begin{array}{cc}
0 & N_{2} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & \left(M / N_{1}\right)^{\#}
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
N_{3} & 0
\end{array}\right) \Phi^{*} \\
= & \left(\begin{array}{cc}
B B^{+} A G A B B^{+}+B B^{+} A B B^{+} & B \\
B^{+} B C & 0
\end{array}\right) . \tag{3.12}
\end{align*}
$$

Note that

$$
R=\left(\begin{array}{cc}
A_{1}^{2}+A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1} & A_{1} \Delta \\
C_{1} A_{1} & C_{1} \Delta
\end{array}\right)
$$

Computations yield that the Schur complement of $R$ is

$$
R /\left(C_{1} \Delta\right)=A_{2} A_{3}-A_{2} A_{4} A_{4}^{\#} A_{3}+\Delta C_{1}
$$

Since $R /\left(C_{1} \Delta\right)$ is invertible, by Lemma 2.3, we have

$$
R^{-1}=\left(\begin{array}{cc}
S^{-1} & -S^{-1} A_{1} C_{1}^{-1} \\
-\Delta^{-1} A_{1} S^{-1} & \Delta^{-1} C_{1}^{-1}+\Delta^{-1} A_{1} S^{-1} A_{1} C_{1}^{-1}
\end{array}\right)
$$

where $S=R /\left(C_{1} \Delta\right)$. Computation shows that

$$
\Phi\left(\begin{array}{cccc}
S^{-1} & 0 & 0 & 0  \tag{3.13}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
\Gamma^{+} & 0 \\
0 & 0
\end{array}\right)
$$

$$
\begin{align*}
& \Phi\left(\begin{array}{cccc}
0 & -S^{-1} A_{1} C_{1}^{-1} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \Phi^{*} \\
& =\left(\begin{array}{cc}
-\Gamma^{+} & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right)\left[\left(\begin{array}{cc}
0 & 0 \\
0 & B^{+} B
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
C & 0
\end{array}\right)\right]^{+} \\
& =\left(\begin{array}{cc}
0 & -\Gamma^{+} A\left(B^{+} B C\right)^{+} \\
0 & 0
\end{array}\right) \text {, } \\
& \Phi\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-\Delta^{-1} A_{1} S^{-1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
0 & 0 \\
B^{+} & 0
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
-\Gamma^{+} & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & 0 \\
-B^{+} A \Gamma^{+} & 0
\end{array}\right) . \tag{3.15}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \Phi\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \Delta^{-1} C_{1}^{-1}+\Delta^{-1} A_{1} S^{-1} A_{1} C_{1}^{-1} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \Phi^{*}  \tag{3.16}\\
& =\left(\begin{array}{cc}
0 & 0 \\
0 & B^{+} A \Gamma^{+} A\left(B^{+} B C\right)^{+}+B^{+}\left(B^{+} B C\right)^{+}
\end{array}\right) .
\end{align*}
$$

Adding (3.13)-(3.16) yields

$$
\Phi\left(\begin{array}{cc}
R^{-1} & 0  \tag{3.17}\\
0 & 0
\end{array}\right) \Phi^{*}=\left(\begin{array}{cc}
\Gamma^{+} & -\Gamma^{+} A\left(B^{+} B C\right)^{+} \\
-B^{+} A \Gamma^{+} & B^{+} A \Gamma^{+} A\left(B^{+} B C\right)^{+}+B^{+}\left(B^{+} B C\right)^{+}
\end{array}\right)
$$

Substituting the equations (3.6)-(3.12) and (3.17) into (3.5) gives that

$$
M^{\#}=\left(\begin{array}{cc}
X & Y \\
Z & W
\end{array}\right)
$$

where

$$
\begin{aligned}
X & =J A G A H-J A H-G A H-J A G+G+H+J, \\
Y & =\Gamma^{+} B+J A G A \Gamma^{+} B-J A \Gamma^{+} B-G A \Gamma^{+} B, \\
Z & =(C-C G A) \Gamma^{+}(I+A G A H-A H-A G)+C G^{2}(I-A H), \\
W & =(C-C G A) \Gamma^{+} A\left(G A \Gamma^{+} B-\Gamma^{+} B\right)-C G^{2} A \Gamma^{+} B, \\
J & =\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A \Gamma^{+}, \quad H=\Gamma^{+} A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} . \quad \square
\end{aligned}
$$

For the matrix $M=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ in Theorem 3.1, when $C=B^{*}$, we have the following result.

Corollary 3.2. Let $M=\left(\begin{array}{cc}A & B \\ B^{*} & 0\end{array}\right)$, where $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{n \times m}$. If the group inverse of $B^{\Omega} A B^{\Omega}$ exists, and let $\Gamma=B B^{*}+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A$. Then
(i) $M^{\#}$ exists if and only if $\operatorname{rank}(\Gamma)=\operatorname{rank}(B)$;
(i) If $M^{\#}$ exists, then $M^{\#}=\left(\begin{array}{cc}X & Y \\ Z & W\end{array}\right)$, where

$$
\begin{aligned}
X & =J A G A H-J A H-G A H-J A G+G+H+J, \\
Y & =\Gamma^{+} B+J A G A \Gamma^{+} B-J A \Gamma^{+} B-G A \Gamma^{+} B, \\
Z & =B^{*} \Gamma^{+}+B^{*} \Gamma^{+} A G A H-B^{*} \Gamma^{+} A H-B^{*} \Gamma^{+} A G, \\
W & =B^{*} \Gamma^{+} A G A \Gamma^{+} B-B^{*} \Gamma^{+} A \Gamma^{+} B, G=\left(B^{\Omega} A B^{\Omega}\right)^{\#}, \\
J & =\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A \Gamma^{+}, H=\Gamma^{+} A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} .
\end{aligned}
$$

Let $\Delta$ be a nonsingular matrix. If $\operatorname{sgn}\left(\widetilde{\Delta}^{-1} \widetilde{Y}_{1}\right)=\operatorname{sgn}\left(\Delta^{-1} Y_{1}\right)$ and $\operatorname{sgn}\left(\widetilde{Y}_{2} \widetilde{\Delta}^{-1}\right)=$ $\operatorname{sgn}\left(Y_{2} \Delta^{-1}\right)$ for all the matrices $\widetilde{\Delta} \in Q(\Delta), \widetilde{Y}_{1} \in Q\left(Y_{1}\right)$ and $\widetilde{Y}_{2} \in Q\left(Y_{2}\right)\left(N_{c}(\Delta)=\right.$ $\left.N_{r}\left(Y_{1}\right), N_{c}\left(Y_{2}\right)=N_{r}(\Delta)\right)$, then $\Delta^{-1} Y_{1}$ and $Y_{2} \Delta^{-1}$ are called sign unique.

THEOREM 3.3. Let $N=\left(\begin{array}{ccc}A & \Delta_{1} & Y_{1} \\ \Delta_{2} & 0 & 0 \\ Y_{2} & 0 & 0\end{array}\right)$ be a real square matrix, where $A$ is square, $\Delta_{1}$ and $\Delta_{2}$ are invertible, $Y_{1}$ and $Y_{2}$ are sign orthogonal. Then $N$ is an $\mathrm{S}^{2}$ GI-matrix if and only if the following hold:
(i) $\Delta_{1}^{-1} Y_{1}$ and $Y_{2} \Delta_{2}^{-1}$ are sign unique;
(ii) $U=\left(\begin{array}{cccc}I & Y_{2} \Delta_{2}^{-1} & 0 & 0 \\ 0 & \Delta_{1} & A & 0 \\ 0 & 0 & \Delta_{2} & \Delta_{1}^{-1} Y_{1} \\ 0 & 0 & 0 & I\end{array}\right)$ is S $^{2}$ NS-matrix.

Proof. Let $B=\left(\begin{array}{ll}\Delta_{1} & Y_{1}\end{array}\right)$ and $C=\binom{\Delta_{2}}{Y_{2}}$. Then $N=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$. Since $\Delta_{1}$ and $\Delta_{2}$ are invertible, $Y_{1}$ and $Y_{2}$ are sign orthogonal, we get that $B^{\Omega}=0$ and $\operatorname{rank}(B C)=\operatorname{rank}(B) . \quad$ By computing, we get $B C B^{\Omega}=0,\left(\begin{array}{cc}B^{\Omega} A B^{\Omega} & 0 \\ C B^{\Omega} & 0\end{array}\right)=$ $\left(\begin{array}{cc}0 & 0 \\ 0 & 0\end{array}\right)$ and $\operatorname{rank}\left(B C+A\left(B^{\Omega} A B^{\Omega}\right)^{\pi} B^{\Omega} A\right)=\operatorname{rank}(B C)=\operatorname{rank}(B)$. By Theo-
rem 3.1, the group inverse of $N$ exists and

$$
N^{\#}=\left(\begin{array}{ccc}
0 & \Delta_{2}^{-1} & \Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1}  \tag{3.18}\\
\Delta_{1}^{-1} & -X_{1} & -X_{2} \\
Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1} & -X_{3} & -X_{4}
\end{array}\right)
$$

where

$$
\begin{array}{ll}
X_{1}=\Delta_{1}^{-1} A \Delta_{2}^{-1}, & X_{2}=\Delta_{1}^{-1} A \Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1} \\
X_{3}=Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1} A \Delta_{2}^{-1}, & X_{4}=Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1} A \Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1}
\end{array}
$$

Next, we show that the condition is necessary. Since $\Delta_{1}$ is invertible, $\rho\left(\Delta_{1}\right)=$ $N_{r}\left(\Delta_{1}\right)$.

Next, we show that $\Delta_{1}$ and $\Delta_{2}$ are SNS-matrices. If $\Delta_{1}$ is not an SNS-matrix. By Lemma 2.5 , there exist matrices $\widetilde{\Delta}_{1}, \widetilde{\widetilde{\Delta}}_{1} \in Q\left(\Delta_{1}\right)$ such that $\left(\widetilde{\Delta}_{1}^{-1}\right)_{q, p}\left(\widetilde{\widetilde{\Delta}}_{1}^{-1}\right)_{q, p}<0$, where the integers $p, q$ with $1 \leq p, q \leq N_{r}\left(\Delta_{1}\right)$. Let

$$
N_{1}=\left(\begin{array}{ccc}
A & \widetilde{\Delta}_{1} & Y_{1} \\
\Delta_{2} & 0 & 0 \\
Y_{2} & 0 & 0
\end{array}\right), \quad N_{2}=\left(\begin{array}{ccc}
A & \widetilde{\widetilde{\Delta}}_{1} & Y_{1} \\
\Delta_{2} & 0 & 0 \\
Y_{2} & 0 & 0
\end{array}\right)
$$

Clearly, $N_{1}, N_{2} \in Q(N)$ and $N_{1}{ }^{\#}, N_{2}{ }^{\#}$ exist. From (3.18) and $\left(\widetilde{\Delta}_{1}^{-1}\right)_{q, p}\left(\widetilde{\widetilde{\Delta}}_{1}^{-1}\right)_{q, p}<0$, we have $\left(N_{1}^{\#}\right)_{N_{r}(A)+q, p}\left(N_{2}^{\#}\right)_{N_{r}(A)+q, p}<0$. This is contrary to $N$ being an $\mathrm{S}^{2}$ GImatrix. Thus, we have $\Delta_{1}$ is an SNS-matrix. Similarly, $\Delta_{2}$ is an SNS-matrix.

Therefore, for each matrix $\widehat{N}=\left(\begin{array}{ccc}\widehat{A} & \widehat{\Delta}_{1} & \widehat{Y}_{1} \\ \widehat{\Delta}_{2} & 0 & 0 \\ \widehat{Y}_{2} & 0 & 0\end{array}\right) \in Q(N)$, we have

$$
\widehat{N}^{\#}=\left(\begin{array}{ccc}
0 & \widehat{\Delta}_{2}^{-1} & \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{Y}_{1} \\
\widehat{\Delta}_{1}^{-1} & -\widehat{X}_{1} & -\widehat{X}_{2} \\
\widehat{Y}_{2} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} & -\widehat{X}_{3} & -\widehat{X}_{4}
\end{array}\right)
$$

where

$$
\begin{array}{ll}
\widehat{X}_{1}=\widehat{\Delta}_{1}^{-1} \widehat{A} \widehat{\Delta}_{2}^{-1}, & \widehat{X}_{2}=\widehat{\Delta}_{1}^{-1} \widehat{A} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{Y}_{1} \\
\widehat{X}_{3}=\widehat{Y}_{2} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{A} \widehat{\Delta}_{2}^{-1}, & \widehat{X}_{4}=\widehat{Y}_{2} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{A}^{\Delta} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{Y}_{1} .
\end{array}
$$

Since $N$ is an $\mathrm{S}^{2}$ GI-matrix, we have

$$
\begin{array}{ll}
\operatorname{sgn}\left(\widehat{\Delta}_{1}^{-1}\right)=\operatorname{sgn}\left(\Delta_{1}^{-1}\right), & \operatorname{sgn}\left(\widehat{\Delta}_{2}^{-1}\right)=\operatorname{sgn}\left(\Delta_{2}^{-1}\right), \\
\operatorname{sgn}\left(\widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1} \widehat{Y}_{1}\right)=\operatorname{sgn}\left(\Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1}\right), & \operatorname{sgn}\left(\widehat{Y}_{2} \widehat{\Delta}_{2}^{-1} \widehat{\Delta}_{1}^{-1}\right)=\operatorname{sgn}\left(Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1}\right), \\
\operatorname{sgn}\left(\widehat{X}_{1}\right)=\operatorname{sgn}\left(X_{1}\right), & \operatorname{sgn}\left(\widehat{X}_{2}\right)=\operatorname{sgn}\left(X_{2}\right) \\
\operatorname{sgn}\left(\widehat{X}_{3}\right)=\operatorname{sgn}\left(X_{3}\right), & \operatorname{sgn}\left(\widehat{X}_{4}\right)=\operatorname{sgn}\left(X_{4}\right),
\end{array}
$$

for all matrices $\widehat{\Delta}_{1} \in Q\left(\Delta_{1}\right), \widehat{\Delta}_{2} \in Q\left(\Delta_{2}\right), \widehat{Y}_{1} \in Q\left(Y_{1}\right)$ and $\widehat{Y}_{2} \in Q\left(Y_{2}\right)$. Since $\operatorname{sgn}\left(\widehat{\Delta}_{1}^{-1}\right)=\operatorname{sgn}\left(\Delta_{1}^{-1}\right), \operatorname{sgn}\left(\widehat{\Delta}_{2}^{-1}\right)=\operatorname{sgn}\left(\Delta_{2}^{-1}\right)$, both $\Delta_{1}$ and $\Delta_{2}$ are $\mathrm{S}^{2}$ NS-matrices. Hence, there exists permutation matrix $P_{1}$ such that $\left(P_{1} \Delta_{2}\right)_{i, i} \neq 0(i=1,2, \ldots$, $\left.N_{r}\left(P_{1} \Delta_{2}\right)\right)$.

$$
\text { Let } Q_{1}=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & P_{1} & 0 \\
0 & 0 & I
\end{array}\right) \text { and } W_{1}=Q_{1} N Q_{1}^{T}=\left(\begin{array}{ccc}
A & \Delta_{1} P_{1}^{T} & Y_{1} \\
P_{1} \Delta_{2} & 0 & 0 \\
Y_{2} & 0 & 0
\end{array}\right) \text {. It }
$$

follows from Theorem 3.1 that

$$
W_{1}^{\#}=\left(\begin{array}{ccc}
0 & \Delta_{2}^{-1} P_{1}^{T} & \Delta_{2}^{-1} P_{1}^{T} P_{1} \Delta_{1}^{-1} Y_{1} \\
P_{1} \Delta_{1}^{-1} & -P_{1} X_{1} P_{1}^{T} & -P_{1} X_{2} \\
Y_{2} \Delta_{2}^{-1} P_{1}^{T} P_{1} \Delta_{1}^{-1} & -X_{3} P_{1}^{T} & -X_{4}
\end{array}\right)
$$

Note that $N$ is S ${ }^{2}$ GI-matrix. Thus, $W_{1}$ is an S ${ }^{2}$ GI-matrix. So $\operatorname{sgn}\left(\widetilde{\Delta}_{2}^{-1} P_{1}^{T} P_{1} \widetilde{\Delta}_{1}^{-1} \widetilde{Y}_{1}\right)$ $=\operatorname{sgn}\left(\Delta_{2}^{-1} P_{1}^{T} P_{1} \Delta_{1}^{-1} Y_{1}\right)$ for all the matrices $\widetilde{\Delta}_{1} \in Q\left(\Delta_{1}\right), \widetilde{\Delta}_{2} \in Q\left(\Delta_{2}\right)$ and $\widetilde{Y}_{1} \in$ $Q\left(Y_{1}\right)$.

Next, we prove $\Delta_{1}^{-1} Y_{1}$ and $Y_{2} \Delta_{2}^{-1}$ are sign unique. If $\Delta_{1}^{-1} Y_{1}$ is not sign unique. Let $Z_{1}=\Delta_{1} P_{1}^{T}$ and $\operatorname{let} Z_{2}=P_{1} \Delta_{2}$. Then $Z_{1}^{-1} Y_{1}=P_{1} \Delta_{1}^{-1} Y_{1}$ is not sign unique, i.e., there exist integers $i_{1}, i_{2}$ and matrices $\widetilde{Y}_{1}, \widetilde{\widetilde{Y}}_{1} \in Q\left(Y_{1}\right)$ such that $\left(Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}>0$ and $\left(Z_{1}^{-1} \tilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}<0$. For $1 \leq i \leq N_{r}\left(Z_{2}\right), \varepsilon>0$, let

$$
\widetilde{Z}_{2}[i \mid:]= \begin{cases}Z_{2}[i \mid:] & i \neq i_{1} \\ \varepsilon Z_{2}[i \mid:] & i=i_{1}\end{cases}
$$

Clearly, $\widetilde{Z}_{2} \in Q\left(Z_{2}\right)$. It is easy to see that

$$
\left(\widetilde{Z}_{2}^{-1}\right)_{i_{1}, i}=\left\{\begin{array}{ll}
\left(Z_{2}^{-1}\right)_{i_{1}, i} & i \neq i_{1} \\
\frac{1}{\varepsilon}\left(Z_{2}^{-1}\right)_{i_{1}, i} & i=i_{1}
\end{array}\left(1 \leq i \leq N_{r}\left(Z_{2}\right)\right)\right.
$$

Note that

$$
\begin{aligned}
& \left(\widetilde{Z}_{2}^{-1} Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}=\frac{1}{\varepsilon}\left(Z_{2}^{-1}\right)_{i_{1}, i_{1}}\left(Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}+\sum_{i=1, i \neq i_{1}}^{N_{c}\left(Z_{2}\right)}\left(Z_{2}^{-1}\right)_{i_{1}, i}\left(Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i, i_{2}} \\
& \left(\widetilde{Z}_{2}^{-1} Z_{1}^{-1} \widetilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}=\frac{1}{\varepsilon}\left(Z_{2}^{-1}\right)_{i_{1}, i_{1}}\left(Z_{1}^{-1} \widetilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}+\sum_{i=1, i \neq i_{1}}^{N_{c}\left(Z_{2}\right)}\left(Z_{2}^{-1}\right)_{i_{1}, i}\left(Z_{1}^{-1} \tilde{\widetilde{Y}}_{1}\right)_{i, i_{2}}
\end{aligned}
$$

When $\varepsilon$ is sufficiently small, we get

$$
\operatorname{sgn}\left(\left(\widetilde{Z}_{2}^{-1} Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}\right)=\operatorname{sgn}\left(\frac{1}{\varepsilon}\left(Z_{2}^{-1}\right)_{i_{1}, i_{1}}\left(Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}\right)
$$

$$
\operatorname{sgn}\left(\left(\tilde{Z}_{2}^{-1} Z_{1}^{-1} \tilde{\tilde{Y}}_{1}\right)_{i_{1}, i_{2}}\right)=\operatorname{sgn}\left(\frac{1}{\varepsilon}\left(Z_{2}^{-1}\right)_{i_{1}, i_{1}}\left(Z_{1}^{-1} \tilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}\right)
$$

Since

$$
\operatorname{sgn}\left(\left(Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}\right)=-\operatorname{sgn}\left(\left(Z_{1}^{-1} \tilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}\right)
$$

we have

$$
\operatorname{sgn}\left(\left(\widetilde{Z}_{2}^{-1} Z_{1}^{-1} \widetilde{Y}_{1}\right)_{i_{1}, i_{2}}\right)=-\operatorname{sgn}\left(\left(\widetilde{Z}_{2}^{-1} Z_{1}^{-1} \widetilde{\widetilde{Y}}_{1}\right)_{i_{1}, i_{2}}\right)
$$

This contradicts the assumption that $W_{1}$ is an S ${ }^{2}$ GI-matrix. So $\Delta_{1}^{-1} Y_{1}$ is sign unique and $\operatorname{sgn}\left(\widetilde{\Delta}_{2}^{-1} \widetilde{H}_{1}\right)=\operatorname{sgn}\left(\Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1}\right)$ for all matrices $\widetilde{\Delta}_{2} \in Q\left(\Delta_{2}\right), \widetilde{H}_{1} \in Q\left(\Delta_{1}^{-1} Y_{1}\right)$. Similarly, $Y_{2} \Delta_{2}^{-1}$ is sign unique, and $\operatorname{sgn}\left(\widetilde{H}_{2} \widetilde{\Delta}_{1}^{-1}\right)=\operatorname{sgn}\left(Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1}\right)$ for all matrices $\widetilde{H}_{2} \in Q\left(Y_{2} \Delta_{2}^{-1}\right), \widetilde{\Delta}_{1} \in Q\left(\Delta_{1}\right)$.

Next, we prove that part (ii) of the theorem holds. Let

$$
L_{1}=\Delta_{1}^{-1}, \quad L_{2}=\Delta_{2}^{-1}, \quad L_{3}=\Delta_{2}^{-1} \Delta_{1}^{-1} Y_{1}, \quad L_{4}=Y_{2} \Delta_{2}^{-1} \Delta_{1}^{-1}
$$

Then

$$
X_{1}=L_{1} A L_{2}, \quad X_{2}=L_{1} A L_{3}, \quad X_{3}=L_{4} A L_{2}, \quad X_{4}=L_{4} A L_{3}
$$

Since $\operatorname{sgn}\left(\widehat{\Delta}_{1}^{-1} \widehat{A} \widehat{\Delta}_{2}^{-1}\right)=\operatorname{sgn}\left(X_{1}\right)$ for all matrices $\widehat{\Delta}_{1} \in Q\left(\Delta_{1}\right), \widehat{A} \in Q(A)$ and $\widehat{\Delta}_{2} \in$ $Q\left(\Delta_{2}\right)$, we have $\operatorname{sgn}\left(L_{1} \widetilde{A} L_{2}\right)=\operatorname{sgn}\left(L_{1} A L_{2}\right)$ for each matrix $\widetilde{A} \in Q(A)$. It follows from Lemma 2.6 that $\operatorname{sgn}\left(\widehat{L}_{1} \widehat{A} \widehat{L}_{2}\right)=\operatorname{sgn}\left(L_{1} A L_{2}\right)$ for all matrices $\widehat{L}_{1} \in Q\left(L_{1}\right), \widehat{A} \in Q(A)$ and $\widehat{L}_{2} \in Q\left(L_{2}\right)$. Similarly, $\operatorname{sgn}\left(\widehat{L}_{1} \widehat{A} \widehat{L}_{3}\right)=\operatorname{sgn}\left(L_{1} A L_{3}\right), \operatorname{sgn}\left(\widehat{L}_{4} \widehat{A} \widehat{L}_{2}\right)=\operatorname{sgn}\left(L_{4} A L_{2}\right)$, $\operatorname{sgn}\left(\widehat{L}_{4} \widehat{A} \widehat{L}_{3}\right)=\operatorname{sgn}\left(L_{4} A L_{3}\right)$ for all matrices $\widehat{A} \in Q(A), \widehat{L}_{1} \in Q\left(L_{1}\right), \widehat{L}_{2} \in Q\left(L_{2}\right)$, $\widehat{L}_{3} \in Q\left(L_{3}\right), \widehat{L}_{4} \in Q\left(L_{4}\right)$.

Let

$$
U=\left(\begin{array}{cccc}
I & Y_{2} \Delta_{2}^{-1} & 0 & 0 \\
0 & \Delta_{1} & A & \\
0 & 0 & \Delta_{2} & \Delta_{1}^{-1} Y_{1} \\
0 & 0 & 0 & I
\end{array}\right)
$$

Since $\Delta_{1}$ and $\Delta_{2}$ are SNS-matrices, $U$ is an SNS-matrix. By calculation, we have

$$
U^{-1}=\left(\begin{array}{cccc}
I & -L_{4} & L_{4} A L_{2} & -L_{4} A L_{3}  \tag{3.19}\\
0 & L_{1} & -L_{1} A L_{2} & L_{1} A L_{3} \\
0 & 0 & L_{2} & -L_{3} \\
0 & 0 & 0 & I
\end{array}\right)
$$

Clearly, $\operatorname{sgn}\left(\widehat{U}^{-1}\right)=\operatorname{sgn}\left(U^{-1}\right)$ for all matrices $\widehat{U}=\left(\begin{array}{cccc}\widehat{I} & \widehat{H}_{2} & 0 & 0 \\ 0 & \widehat{\Delta}_{1} & \widehat{A} & 0 \\ 0 & 0 & \widehat{\Delta}_{2} & \widehat{H}_{1} \\ 0 & 0 & 0 & \widehat{\widehat{I}}\end{array}\right) \in Q(U)$, where $\widehat{I}, \widehat{\hat{I}} \in Q(I), \widehat{\Delta}_{1} \in Q\left(\Delta_{1}\right), \widehat{\Delta}_{2} \in Q\left(\Delta_{2}\right), \widehat{A} \in Q(A), \widehat{H}_{1} \in Q\left(\Delta_{1}^{-1} Y_{1}\right), \widehat{H}_{2} \in$ $Q\left(Y_{2} \Delta_{2}^{-1}\right)$. Hence, $U$ is an $\mathrm{S}^{2}$ NS-matrix. So (i) and (ii) hold.

If (i) and (ii) hold, then by (3.18) and (3.19), $N$ is an $\mathrm{S}^{2} \mathrm{GI}$ matrix.
ThEOREM 3.4. Let $N=\left(\begin{array}{ccc}A & I & Y_{1} \\ I & 0 & 0 \\ Y_{2} & 0 & 0\end{array}\right)$ be a real square matrix, where $A$ is square, $Y_{1}$ and $Y_{2}$ are sign orthogonal. Then $N$ is an $\mathrm{S}^{2} \mathrm{GI}$-matrix if and only if $\operatorname{sgn}\left(\widetilde{Y_{2}} \widetilde{A}\right)=\operatorname{sgn}\left(Y_{2} A\right), \operatorname{sgn}\left(\widetilde{Y_{2}} \widetilde{A} \widetilde{Y_{1}}\right)=\operatorname{sgn}\left(Y_{2} A Y_{1}\right)$ and $\operatorname{sgn}\left(\widetilde{A} \widetilde{Y}_{1}\right)=\operatorname{sgn}\left(A Y_{1}\right)$ for each $\widetilde{A} \in Q(A), \widetilde{Y_{1}} \in Q\left(Y_{1}\right)$ and $\widetilde{Y_{2}} \in Q\left(Y_{2}\right)$.

Proof. From Theorem 3.3, we have $N$ is an S ${ }^{2}$ GI-matrix if and only if $U=$ $\left(\begin{array}{cccc}I & Y_{2} & 0 & 0 \\ 0 & I & A & 0 \\ 0 & 0 & I & Y_{1} \\ 0 & 0 & 0 & I\end{array}\right)$ is an S $^{2}$ NS-matrix.

Clearly, $U$ is an SNS-matrix. Calculations gives

$$
U^{-1}=\left(\begin{array}{cccc}
I & -Y_{2} & Y_{2} A & -Y_{2} A Y_{1} \\
0 & I & -A & A Y_{1} \\
0 & 0 & I & -Y_{1} \\
0 & 0 & 0 & I
\end{array}\right)
$$

Since $\operatorname{sgn}\left(\widetilde{Y_{2}} \widetilde{A}\right)=\operatorname{sgn}\left(Y_{2} A\right), \operatorname{sgn}\left(\widetilde{Y_{2}} \widetilde{A} Y_{1}\right)=\operatorname{sgn}\left(Y_{2} A Y_{1}\right)$ and $\operatorname{sgn}\left(\widetilde{A} \widetilde{Y_{1}}\right)=\operatorname{sgn}\left(A Y_{1}\right)$ for each $\widetilde{A} \in Q(A), \widetilde{Y_{1}} \in Q\left(Y_{1}\right)$ and $\widetilde{Y_{2}} \in Q\left(Y_{2}\right)$, we have $U$ is an $S^{2}$ NS-matrix. Hence, $N$ is an $\mathrm{S}^{2}$ GI-matrix.
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