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#### Abstract

This paper provides sufficient conditions for the existence of nonnegative generalized doubly stochastic matrices with prescribed elementary divisors. These results improve previous results and the constructive nature of their proofs allows for the computation of a solution matrix. In particular, this paper shows how to transform a generalized stochastic matrix into a nonnegative generalized doubly stochastic matrix, at the expense of increasing the Perron eigenvalue, but keeping other elementary divisors unchanged. Under certain restrictions, nonnegative generalized doubly stochastic matrices can be constructed, with spectrum $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ for each Jordan canonical form associated with $\Lambda$.
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1. Introduction. Let $A \in \mathbb{C}^{n \times n}$ and let

$$
J(A)=S^{-1} A S=\left[\begin{array}{llll}
J_{n_{1}\left(\lambda_{1}\right)} & & & \\
& J_{n_{2}\left(\lambda_{2}\right)} & & \\
& & \ddots & \\
& & & J_{n_{k}\left(\lambda_{k}\right)}
\end{array}\right]
$$

be the Jordan canonical form of $A$ (hereafter, the $J C F$ of $A$ ). The $n_{i} \times n_{i}$ submatrices

$$
J_{n_{i}}\left(\lambda_{i}\right)=\left[\begin{array}{cccc}
\lambda_{i} & 1 & & \\
& \lambda_{i} & \ddots & \\
& & \ddots & 1 \\
& & & \lambda_{i}
\end{array}\right], i=1,2, \ldots, k
$$

are the Jordan blocks of $J(A)$. The elementary divisors of $A$ are the polynomials $\left(\lambda-\lambda_{i}\right)^{n_{i}}$, that is, the characteristic polynomials of $J_{n_{i}}\left(\lambda_{i}\right), i=1, \ldots, k$.
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The nonnegative inverse elementary divisor problem (hereafter, the NIEDP) is the problem of determining necessary and sufficient conditions under which the polynomials $\left(\lambda-\lambda_{1}\right)^{n_{1}},\left(\lambda-\lambda_{2}\right)^{n_{2}}, \ldots,\left(\lambda-\lambda_{k}\right)^{n_{k}}, n_{1}+\cdots+n_{k}=n$, are the elementary divisors of an $n \times n$ nonnegative matrix $A$ (see [7, 8, []). The NIEDP is closely related to another problem, the nonnegative inverse eigenvalue problem (hereafter, the NIEP), which is the problem of determining necessary and sufficient conditions for a list of complex numbers $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ to be the spectrum of an $n \times n$ entrywise nonnegative matrix. If there exists a nonnegative matrix $A$ with spectrum $\Lambda$, we say that $\Lambda$ is realizable and that $A$ is the realizing matrix. Both, the NIEDP and the NIEP remain unsolved; the NIEP has been solved only for $n \leq 4$. A number of sufficient conditions or realizability criteria for the existence of a solution for the NIEP have been obtained by many authors. In contrast, only a few works are known for the NIEDP [3, 4, 5, 7, 8, 14, 15, 16].

A matrix $A$ has constant row sums $\gamma$ if the sum of the entries in each row is $\gamma$. The set of all matrices with constant row sums equal to $\gamma$ is denoted by $\mathcal{C S} \mathcal{S}_{\gamma}$. It is clear that $\mathbf{e}=(1,1, \ldots, 1)^{T}$ is an eigenvector of any matrix $A \in \mathcal{C} \mathcal{S}_{\gamma}$, corresponding to the eigenvalue $\gamma$. A nonnegative matrix $A$ is called stochastic if $A \in \mathcal{C} \mathcal{S}_{1}$ and is called doubly stochastic if $A, A^{T} \in \mathcal{C} \mathcal{S}_{1}$. A matrix $A$ is generalized stochastic (respectively generalized doubly stochastic) if $A \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ (respectively $A, A^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ ). In this paper, we are interested in nonnegative generalized stochastic and doubly stochastic matrices. The relevance of matrices with constant row sums is due to the well known fact that the problem of finding a nonnegative matrix with spectrum $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is equivalent to the problem of finding a nonnegative matrix in $\mathcal{C} \mathcal{S}_{\lambda_{1}}$ with spectrum $\Lambda$.

In [7, Minc proves the following result:
Theorem 1.1. [7] Given a diagonalizable positive (diagonalizable positive doubly stochastic) matrix $A$, there exists a positive (positive doubly stochastic) matrix with the same spectrum as $A$, and with arbitrarily prescribed elementary divisors, provided that elementary divisors corresponding to nonreal eigenvalues occur in conjugate pairs.

Of course Theorem 1.1 also holds for diagonalizable positive generalized stochastic (diagonalizable positive generalized doubly stochastic) matrices. Usually for the NIEDP, instead of a diagonalizable positive generalized stochastic (diagonalizable positive generalized doubly stochastic) matrix, we are given a list of polynomials

$$
\left(\lambda-\lambda_{1}\right),\left(\lambda-\lambda_{2}\right)^{n_{2}}, \ldots,\left(\lambda-\lambda_{k}\right)^{n_{k}}, n_{2}+\cdots+n_{k}=n-1,
$$

or a list of complex numbers $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$, from which we want to construct a nonnegative or positive generalized stochastic or generalized doubly stochastic matrix with the given polynomials as its elementary divisors. In this work, we show that under certain restrictions on the spectrum, it is possible to construct a diagonaliz-
able positive generalized doubly stochastic matrix with prescribed spectrum $\Lambda$. Then, in this case, from Theorem [1.1, we may guarantee the existence and construction of a positive generalized doubly stochastic matrix with spectrum $\Lambda$ and arbitrarily prescribed elementary divisors.

The following perturbation result, due to Rado and introduced by Perfect in [11, shows how to change $r$ eigenvalues of an $n \times n$ matrix, via a rank $r$ perturbation, without changing any of the remaining $n-r$ eigenvalues. This result has been employed with success in connection with the NIEP, to derive sufficient conditions for the existence and construction of nonnegative matrices with prescribed spectrum (see [11, 17 and the references therein):

THEOREM 1.2. [11] Let $A$ be an $n \times n$ arbitrary matrix with spectrum $\Lambda=$ $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Let $X=\left[\mathbf{x}_{1}|\cdots| \mathbf{x}_{r}\right]$ be such that $\operatorname{rank}(X)=r$ and $A \mathbf{x}_{i}=\lambda_{i} \mathbf{x}_{i}$, $i=1, \ldots, r, r \leq n$. Let $C$ be an $r \times n$ arbitrary matrix. Then $A+X C$ has eigenvalues $\mu_{1}, \ldots, \mu_{r}, \lambda_{r+1}, \ldots \lambda_{n}$, where $\mu_{1}, \ldots, \mu_{r}$ are eigenvalues of the matrix $\Omega+C X$ with $\Omega=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$.

The case $r=1$ in Theorem [1.2, constitute the well known Brauer Theorem [2, Theorem 27], which has also been successfully employed in connection with the NIEP (see [10, 12, 13, and the references therein).

Theorem 1.3. [2] Let $A$ be an $n \times n$ arbitrary matrix with eigenvalues $\lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{n}$. Let $\mathbf{v}$ be an eigenvector of $A$ corresponding to $\lambda_{k}$ and let $\mathbf{q}$ be any $n$-dimensional vector. Then the matrix $A+\mathbf{v q}^{T}$ has eigenvalues $\lambda_{1}, \ldots, \lambda_{k-1}, \lambda_{k}+\mathbf{v}^{T} \mathbf{q}, \lambda_{k+1}, \ldots, \lambda_{n}$.

Let $A$ and its $J C F J(A)$ be given. The following result, from [14], describes the $J C F$ of $A+\mathbf{e q}^{T}$.

Lemma 1.4. [14] Let $A \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ with $J C F J(A)=S^{-1} A S$. Let $\mathbf{q}^{T}=\left(q_{1}, \ldots, q_{n}\right)$ and $\lambda_{1}+\sum_{i=1}^{n} q_{i} \neq \lambda_{i}, i=2, \ldots, n$. Then $A+\mathbf{e q}^{T}$ has $J C F \quad J(A)+\left(\sum_{i=1}^{n} q_{i}\right) E_{11} \cdot I n$ particular, if $\sum_{i=1}^{n} q_{i}=0, A$ and $A+\mathbf{e q}^{T}$ are similar.

In [14, 15], by using the Brauer and Rado perturbation results, the authors have obtained constructive sufficient conditions for the existence of nonnegative and positive matrices with constant rows sum and prescribed elementary divisors. The novelty in this paper is that we may also construct, under certain restrictions, nonnegative (positive) generalized doubly stochastic matrices with prescribed elementary divisors. Thus, in this paper, we give sufficient conditions for the existence and construction of a nonnegative (positive) generalized doubly stochastic matrix with certain prescribed elementary divisors. In particular, in Section 2, by applying the Brauer perturbation
result, we show how to transform a generalized stochastic matrix with given elementary divisors into a nonnegative (positive) generalized doubly stochastic matrix, without changing the elementary divisors. In Section 3, by applying the Rado perturbation result, we show how to construct nonnegative (positive) generalized doubly stochastic matrices with certain prescribed elementary divisors. According to Minc (see [9]), the positivity condition on $A$ is essential for the proof of Theorem 1.1 and it is not known if the result holds without this condition. In Section 4, we show that under certain restrictions on the spectrum, the positivity condition on $A$ can be relaxed to $A$ being nonnegative irreducible with a positive row or column.

## 2. Generalized doubly stochastic matrices with prescribed elementary

divisors I. In this section, we consider a list of complex numbers $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ satisfying certain conditions, and show how to construct a nonnegative generalized doubly stochastic matrix with spectrum $\Lambda$ and prescribed elementary divisors. To date, the Brauer perturbation result (Theorem 1.3) has been exploited with success to obtain sufficient conditions for the existence and construction of nonnegative generalized stochastic matrices with prescribed elementary divisors (see [14, 15]). The novelty here is that we may also apply the Brauer result to transform a generalized stochastic matrix, not necessarily nonnegative, with given elementary divisors, into a nonnegative (positive) generalized doubly stochastic matrix, at the expense of increasing (or decreasing) the Perron eigenvalue $\lambda_{1}$ to $\lambda_{1}+\alpha$, but keeping other elementary divisors unchanged. In particular, under certain conditions, we obtain, from a generalized stochastic matrix $A$, a nonnegative generalized doubly stochastic matrix with same spectrum and elementary divisors as $A$ (that is, with no increase in the Perron eigenvalue). This is what the following result does. Since the result and its proof are somewhat involved, we start with the following example in order to illustrate the ideas and the constructive procedure followed in the proof.

Example 2.1. Let $\Lambda=\left\{\lambda_{1}, 2,2,-1+i,-1-i,-1+i,-1-i\right\}$. We want to construct a nonnegative generalized doubly stochastic matrix with elementary divisors $\left(\lambda-\lambda_{1}\right),(\lambda+2)^{2},\left((\lambda+1)^{2}+1\right)^{2}$. We start with the $7 \times 7$ initial matrix $A$, with constant row sums $\lambda_{1}$ and the desired $J C F$ :

$$
A=\left[\begin{array}{ccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 \\
\lambda_{1}-2-\epsilon & 2 & \epsilon & 0 & 0 & 0 & 0 \\
\lambda_{1}-2 & 0 & 2 & 0 & 0 & 0 & 0 \\
\lambda_{1} & 0 & 0 & -1 & 1 & 0 & 0 \\
\lambda_{1}+2-\epsilon & 0 & 0 & -1 & -1 & \epsilon & 0 \\
\lambda_{1} & 0 & 0 & 0 & 0 & -1 & 1 \\
\lambda_{1}+2 & 0 & 0 & 0 & 0 & -1 & -1
\end{array}\right] .
$$

Now we apply the Brauer Theorem (Theorem (1.3) to transform $A$ into a nonnegative matrix $A^{\prime}=A+\mathbf{e r}^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$, where for $\epsilon=-1$,

$$
\begin{aligned}
\mathbf{r}^{T} & =\left(-\sum_{k=2}^{7} r_{k}, r_{2}, \ldots, r_{7}\right) \\
& =(-5,0,1,1,1,1,1)
\end{aligned}
$$

Then we obtain

$$
A^{\prime}=A+\mathbf{e r}^{T}=\left[\begin{array}{ccccccc}
\lambda_{1}-5 & 0 & 1 & 1 & 1 & 1 & 1 \\
\lambda_{1}-6 & 2 & 0 & 1 & 1 & 1 & 1 \\
\lambda_{1}-7 & 0 & 3 & 1 & 1 & 1 & 1 \\
\lambda_{1}-5 & 0 & 1 & 0 & 2 & 1 & 1 \\
\lambda_{1}-2 & 0 & 1 & 0 & 0 & 0 & 1 \\
\lambda_{1}-5 & 0 & 1 & 1 & 1 & 0 & 2 \\
\lambda_{1}-3 & 0 & 1 & 1 & 1 & 0 & 0
\end{array}\right]
$$

which, by Lemma 1.4 is a nonnegative, generalized stochastic matrix for all $\lambda_{1} \geq 7$, with the same elementary divisors as $A$. We now describe how to perturb $A^{\prime}$ to make it nonnegative generalized doubly stochastic. We define

$$
\begin{aligned}
\mathbf{q}^{T} & =\left(-\sum_{k=2}^{7} q_{k}, q_{2}, \ldots, q_{7}\right), \text { with } \\
q_{k} & =\frac{1}{7}\left(\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-7 r_{k}-\epsilon\right) \text { for } k=3,6 \text { in } A, \\
q_{k} & =\frac{1}{7}\left(\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-7 r_{k}\right) \text { for } k=2,4,5,7 \text { in } A .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& q_{2}=\frac{1}{7}\left(\lambda_{1}-2\right), q_{3}=\frac{1}{7}\left(\lambda_{1}-8\right), q_{4}=\frac{1}{7}\left(\lambda_{1}-5\right) \\
& q_{5}=\frac{1}{7}\left(\lambda_{1}-7\right), q_{6}=\frac{1}{7}\left(\lambda_{1}-4\right), q_{7}=\frac{1}{7}\left(\lambda_{1}-7\right) \\
& q_{1}=-\sum_{k=2}^{7} q_{k}=-\frac{1}{7}\left(6 \lambda_{1}-33\right),
\end{aligned}
$$

and

$$
B=A^{\prime}+\mathbf{e q}^{T}
$$

will be nonnegative generalized doubly stochastic, with same elementary divisors as $A$, provided

$$
\lambda_{1}-7-\frac{1}{7}\left(6 \lambda_{1}-33\right) \geq 0, \text { that is } \lambda_{1} \geq 16
$$

The result illustrated above is general; namely, if the Perron eigenvalue is large enough, then $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ can be the spectrum of a nonnegative generalized doubly stochastic matrix. Before stating the result, we define

$$
\begin{gather*}
M=\max _{2 \leq k \leq n}\left\{0, \operatorname{Re} \lambda_{k}+\operatorname{Im} \lambda_{k}\right\}  \tag{2.1}\\
m_{k}=-\min \left\{0, \operatorname{Re} \lambda_{k}, \operatorname{Im} \lambda_{k}, \epsilon\right\}, \quad k=2, \ldots, n
\end{gather*}
$$

Theorem 2.2. Let $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be a list of complex numbers, with $\bar{\Lambda}=\Lambda$, $\sum_{i=1}^{n} \lambda_{i}>0, \lambda_{1}>\left|\lambda_{i}\right|, i=2, \ldots, n$, where $\lambda_{1}, \ldots, \lambda_{p}$ are real and $\lambda_{p+1}, \ldots, \lambda_{n}$ are complex nonreal numbers. Let

$$
\left(\lambda-\lambda_{1}\right),\left(\lambda-\lambda_{2}\right)^{n_{2}}, \ldots,\left(\lambda-\lambda_{k}\right)^{n_{k}}, n_{2}+\cdots+n_{k}=n-1
$$

the prescribed elementary divisors (prescribed JCF). If each of the following statements hold
i) $\lambda_{1} \geq M+\sum_{k=2}^{n} m_{k}$, with $M$ and $m_{k}$ as in (2.1),
ii) $\lambda_{1}>\operatorname{Re} \lambda_{k}+\operatorname{Im} \lambda_{k}+n\left(m_{k}\right), k=2, \ldots, n$,
iii) $\operatorname{Re} \lambda_{k}+\operatorname{Im} \lambda_{k}-\frac{t}{n} \epsilon<\frac{1}{n} \sum_{k=1}^{n} \lambda_{k}, k=2, \ldots, n$,
where $\epsilon<0$, with

$$
\begin{equation*}
|\epsilon| \leq \min \left\{\min _{2 \leq k \leq p}\left|\lambda_{k}\right|, \min _{p+1 \leq k \leq n}\left|\operatorname{Im} \lambda_{k}\right|, \frac{1}{t} \sum_{i=1}^{n} \lambda_{i}\right\} \tag{2.2}
\end{equation*}
$$

for real $\lambda_{k} \neq 0, k=2, \ldots, p$, or

$$
\begin{equation*}
|\epsilon| \leq \min \left\{\min _{p+1 \leq k \leq n}\left|\operatorname{Im} \lambda_{k}\right|, \frac{1}{t} \sum_{i=1}^{n} \lambda_{i}\right\} \tag{2.3}
\end{equation*}
$$

if $\lambda_{k}=0$, with $\lambda_{k}$ being the zero of an elementary divisor $\left(\lambda-\lambda_{k}\right)^{n_{k}}, n_{k} \geq 2$, and $t$ being the total number of times that $\epsilon$ appears in the prescribed JCF, in certain positions $(i, i+1), i=2, \ldots, n-1$, then there exists a nonnegative generalized doubly stochastic matrix with the prescribed elementary divisors.

Proof. Let $\lambda_{i}$ be real, $i=2, \ldots, p$, and let $x_{j}=\operatorname{Re} \lambda_{j}$ and $y_{j}=\operatorname{Im} \lambda_{j}, j=$ $p+1, \ldots, n-1$. Consider the initial matrix $A \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$,

$$
A=\left[\begin{array}{ccccccccc}
\lambda_{1} & & & & & & & & \\
\vdots & \ddots & & & & & & & \\
\lambda_{1}-\lambda_{l}-\epsilon & & \lambda_{l} & \epsilon & & & & & \\
\lambda_{1}-\lambda_{l} & & & \lambda_{l} & \ddots & & & & \\
\vdots & & & & \ddots & \ddots & & & \\
\lambda_{1}-x_{h}-y_{h} & & & & & x_{h} & y_{h} & & \\
\lambda_{1}-x_{h}+y_{h}-\epsilon & & & & & -y_{h} & x_{h} & \epsilon & \\
\lambda_{1}-x_{h}-y_{h} & & & & & & & x_{h} & y_{h} \\
\lambda_{1}-x_{h}+y_{h} & & & & & & & & \\
\vdots & & & & & & & & \\
\\
\lambda_{h} & & & & \\
\lambda_{1}-x_{n-1}+y_{n-1} & & & & & & & & \\
\hline
\end{array}\right.
$$

which has the desired $J C F$. First, from Theorem 1.3 we can transform $A$ into a nonnegative matrix $A^{\prime} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$. Let

$$
\begin{aligned}
r_{k} & =m_{k}, k=2, \ldots, n, \text { and } \\
\mathbf{r}^{T} & =\left(-\sum_{k=2}^{n} r_{k}, r_{2}, r_{3}, \ldots, r_{n}\right) .
\end{aligned}
$$

Then from condition $i$ ), the matrix $A^{\prime}=A+\mathbf{e r}^{T}$ is nonnegative with constant rows sum equal to $\lambda_{1}$, and from Lemma 1.4 it has same elementary divisors as $A$. We now describe how to perturb $A^{\prime}$ to make it nonnegative generalized doubly stochastic. Define

$$
\mathbf{q}^{T}=\left(-\sum_{k=2}^{n} q_{k}, q_{2}, q_{3}, \ldots, q_{n}\right)
$$

with

$$
q_{k}=\frac{1}{n}\left(\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-n r_{k}-\epsilon\right)
$$

if the $k^{t h}$ column of $A$ has $\epsilon$ above $\operatorname{Im} \lambda_{k}$ or above of a real $\lambda_{k}$, and

$$
q_{k}=\frac{1}{n}\left(\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-n r_{k}\right), k=2, \ldots, n,
$$

otherwise. Let $B=A^{\prime}+\mathbf{e q}^{T}$. Again by Lemma 1.4, $B$ has the same elementary divisors as $A^{\prime}$ (which are the same of $A$ ). From $i i$ ) it is clear that all entries of $B$, on columns 2 to $n$, are nonnegative. For the $(1,1)$ entry of $B$, we have, from (2.2) or
(2.3), and assuming that $\epsilon$ appears a total of $t$ times in positions $(i, i+1)$, that

$$
\begin{aligned}
\lambda_{1}-\sum_{k=2}^{n} r_{k}-\sum_{k=2}^{n} q_{k} & =\lambda_{1}-\sum_{k=2}^{n} r_{k}-\frac{1}{n} \sum_{k=2}^{n}\left(\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-n r_{k}\right)+\frac{1}{n} t \epsilon \\
& =\frac{1}{n}\left(\sum_{k=1}^{n} \lambda_{k}+t \epsilon\right) \geq 0
\end{aligned}
$$

In position $(k, 1), k=2, \ldots, n$, we have from condition iii) that

$$
\lambda_{1}-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k}-\sum_{k=2}^{n} r_{k}-\sum_{k=2}^{n} q_{k}=\frac{1}{n}\left(\sum_{k=1}^{n} \lambda_{k}+t \epsilon\right)-\operatorname{Re} \lambda_{k}-\operatorname{Im} \lambda_{k} \geq 0
$$

Thus, all entries in $B$ are nonnegative. Now we show that $B, B^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$. It is clear that $B \in \mathcal{C} \mathcal{S}_{\lambda_{1}}: B \mathbf{e}=\left(A^{\prime}+\mathbf{e q}^{T}\right) \mathbf{e}=\lambda_{1} \mathbf{e}$. Then, since the row sums are each $\lambda_{1}$, and from the way in which the $q_{k}$ were defined, each of columns $2, \ldots, n$ have column sum $\lambda_{1}$, the first column sum is also $\lambda_{1}$.

Remark 2.3. Observe that if the starting matrix $A$, in the proof of Theorem 2.2, is diagonalizable ( $\epsilon=0$ in this case), then from Theorem[2.2 (with strict inequality in $i)$ ), we may construct a positive diagonalizable generalized doubly stochastic matrix with spectrum $\Lambda$, and then from Theorem 1.1 we may guarantee the existence of a positive generalized doubly stochastic matrix with arbitrarily prescribed elementary divisors. In other words, any list $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, which is realizable from Theorem 2.2, by a diagonalizable positive generalized doubly stochastic matrix, gives rise to a positive generalized doubly stochastic matrix for each one of the possible $J C F$ associated with $\Lambda$.

For a list $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ of real numbers, we have the following Corollary. Observe that in this case,

$$
M=\max _{2 \leq k \leq n}\left\{0, \lambda_{k}\right\} ; m_{k}=-\min \left\{0, \lambda_{k}, \epsilon\right\}, k=2, \ldots, n
$$

Corollary 2.4. Let $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be a list of real numbers, with $\lambda_{1}>\lambda_{2} \geq$ $\ldots \geq \lambda_{n}, \sum_{i=1}^{n} \lambda_{i}>0, \lambda_{1}>\left|\lambda_{i}\right|, i=2, \ldots, n$. If
i) $\lambda_{1} \geq \max _{2 \leq k \leq n}\left\{0, \lambda_{k}\right\}-\sum_{2 \leq k \leq n} \min \left\{0, \lambda_{k}, \epsilon\right\}$
ii) $\lambda_{1}>\max _{2 \leq k \leq n}\left\{\lambda_{k}+n m_{k}\right\}$
iii) $\quad \lambda_{k}<\frac{1}{n}\left(\sum_{i=1}^{n} \lambda_{i}+t \epsilon\right), \quad k=2, \ldots, n$,
then there exist a nonnegative generalized doubly stochastic, with spectrum $\Lambda$, for each possible JCF associated with $\Lambda$.

Corollary 2.5. Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ be a list real numbers of Suleimanova type, that is, a list with

$$
\lambda_{1}>0 \geq \lambda_{2} \geq \ldots \geq \lambda_{n}
$$

If $\sum_{i=1}^{n} \lambda_{i}>0$ and $\lambda_{1}+(n-1) \lambda_{n} \geq 0$, then there exists a nonnegative generalized doubly stochastic matrix with spectrum $\Lambda$, for each possible JCF associated with $\Lambda$.

The following two results allow us to estimate, from Theorem 2.2 point of view, what is the increase in the Perron eigenvalue $\lambda_{1}$ of a given nonnegative generalized stochastic matrix $A$ with given elementary divisors, needed to obtain a nonnegative generalized doubly stochastic matrix $B$ with the elementary divisors associated to $\lambda_{k} \neq \lambda_{1}$ unchanged. We point out that the estimated increase is not necessarily optimal.

Theorem 2.6. Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ be a nonnegative generalized stochastic matrix with spectrum $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}, \lambda_{1}$ being the Perron eigenvalue, and elementary divisors

$$
\left(\lambda-\lambda_{1}\right),\left(\lambda-\lambda_{2}\right)^{n_{2}}, \ldots,\left(\lambda-\lambda_{k}\right)^{n_{k}}, \quad n_{2}+\cdots+n_{k}=n-1 .
$$

Let

$$
\alpha=\max _{1 \leq k \leq n} \sum_{i=1}^{n} a_{i k}-\lambda_{1}
$$

Then $\Lambda_{\alpha}=\left\{\lambda_{1}+\alpha, \lambda_{2}, \ldots, \lambda_{n}\right\}$ is the spectrum of a nonnegative generalized doubly stochastic matrix with the elementary divisors associated to $\lambda_{k} \neq \lambda_{1}$ unchanged.

Proof. Let $A=\left(a_{i j}\right)_{i, j=1}^{n} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ and

$$
c_{k}=\sum_{i=1}^{n} a_{i k} \text { with } c_{0}=\max _{1 \leq k \leq n} c_{k} .
$$

Observe that $\sum_{k=1}^{n} c_{k}=n \lambda_{1}$ and $c_{0} \geq \lambda_{1}$. Then we may assume, without loss of generality, that $c_{0}>\lambda_{1}$, otherwise $A$ is already a nonnegative generalized doubly stochastic matrix. Let

$$
\mathbf{q}^{T}=\left(q_{1}, q_{2}, \ldots, q_{n}\right), \text { with } q_{k}=\frac{1}{n}\left(c_{0}-c_{k}\right), k=1, \ldots, n .
$$

Since $q_{k} \geq 0, A+\mathbf{e q}^{T} \geq 0$. It is clear that all columns of $A+\mathbf{e q}^{T}$ sum to $c_{0}$, and all the rows of $A+\mathbf{e q}^{T}$ sum to $\lambda_{1}+\sum_{k=1}^{n} q_{k}=\lambda_{1}+c_{0}-\lambda_{1}=c_{0}$. Then $\alpha=c_{0}-\lambda_{1}$. Finally,
from Lemma 1.4, $A+\mathbf{e q}^{T}$ has the same elementary divisors associated to $\lambda_{k} \neq \lambda_{1}$ as A. $\square$

As an example, let

$$
A=\left[\begin{array}{lll}
3 & 2 & 1 \\
2 & 2 & 2 \\
6 & 0 & 0
\end{array}\right] \in \mathcal{C} \mathcal{S}_{6} \text { with spectrum }\left\{6,-\frac{1}{2}+\frac{\sqrt{7}}{2} i,-\frac{1}{2}-\frac{\sqrt{7}}{2} i\right\}
$$

Then $c_{0}=11, \alpha=c_{0}-\lambda_{1}=5$, and

$$
A+\mathbf{e q}^{T}=A+\mathbf{e}\left(0, \frac{7}{3}, \frac{8}{3}\right)=\frac{1}{3}\left[\begin{array}{ccc}
9 & 13 & 11 \\
6 & 13 & 14 \\
12 & 7 & 8
\end{array}\right]
$$

is doubly stochastic with Perron eigenvalue 11. Next result shows that it is also possible to decrease $\lambda_{1}$, and still to obtain a nonnegative generalized doubly stochastic matrix.

ThEOREM 2.7. Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ be a nonnegative generalized stochastic matrix with spectrum $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$, $\lambda_{1}$ being the Perron eigenvalue, and elementary divisors

$$
\left(\lambda-\lambda_{1}\right),\left(\lambda-\lambda_{2}\right)^{n_{2}}, \ldots,\left(\lambda-\lambda_{k}\right)^{n_{k}}, \quad n_{2}+\cdots+n_{k}=n-1 .
$$

Let $\alpha=\max \left\{\alpha_{1}, \alpha_{2}\right\}$, with

$$
\text { i) } \alpha_{1} \geq \max _{2 \leq k \leq n} \sum_{i=1}^{n} a_{i k}-\lambda_{1}
$$

$$
\begin{equation*}
\text { ii) } \alpha_{2} \geq \sum_{k=2}^{n}\left(\lambda_{1}-\sum_{i=1}^{n} a_{i k}\right)-n \min _{1 \leq i \leq n} a_{i 1} \text {. } \tag{2.4}
\end{equation*}
$$

Then $\Lambda_{\alpha}=\left\{\lambda_{1}+\alpha, \lambda_{2}, \ldots, \lambda_{n}\right\}$ is the spectrum of a nonnegative generalized doubly stochastic matrix with the elementary divisors associated to $\lambda_{k} \neq \lambda_{1}$ unchanged.

Proof. Let $A \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ and

$$
B=A+\alpha \mathbf{e e}_{1}^{T}=\left[\begin{array}{cccc}
\alpha+a_{11} & a_{12} & \cdots & a_{1 n} \\
\alpha+a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha+a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]
$$

It is clear that $B \in \mathcal{C} \mathcal{S}_{\lambda_{1}+\alpha}$ is nonnegative. Let

$$
\begin{aligned}
q_{k} & =\frac{1}{n}\left(\lambda_{1}+\alpha-\sum_{i=1}^{n} a_{i k}\right), k=2, \ldots, n \\
\mathbf{q}^{T} & =\left(-\sum_{k=2}^{n} q_{k}, q_{2}, \ldots, q_{n}\right)
\end{aligned}
$$

Then

$$
B+\mathbf{e q}^{T}=\left[\begin{array}{cccc}
\alpha+a_{11}-\sum_{k=2}^{n} q_{k} & a_{12}+q_{2} & \cdots & a_{1 n}+q_{n} \\
\alpha+a_{21}-\sum_{k=2}^{n} q_{k} & a_{22}+q_{2} & \cdots & a_{2 n}+q_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha+a_{n 1}-\sum_{k=2}^{n} q_{k} & a_{n 2}+q_{2} & \cdots & a_{n n}+q_{n}
\end{array}\right]
$$

From (2.4) $i), q_{k} \geq 0$ for $k=2, \ldots, n$, and from (2.4) $i i$ ), we have

$$
\alpha+\min _{1 \leq i \leq n} a_{i 1}-\sum_{k=2}^{n} q_{k} \geq 0
$$

Thus, $B+\mathbf{e q}^{T}$ is nonnegative and from Lemma 1.4 it has the same elementary divisors as $B$. Besides $\left(B+\mathbf{e q}^{T}\right) \mathbf{e}=\left(\lambda_{1}+\alpha\right) \mathbf{e}$, and from the way in which the $q_{k}$ were defined the entries of $B+\mathbf{e q}^{T}$ on each column from 2 to $n$ sum to $\lambda_{1}+\alpha$. Then the entries on the first column of $B+\mathbf{e q}^{T}$ also sum to $\lambda_{1}+\alpha$. $\square$

Consider the matrix

$$
A=\left[\begin{array}{lll}
3 & 2 & 1 \\
2 & 2 & 2 \\
6 & 0 & 0
\end{array}\right] \text { from the previous example. }
$$

Since $\alpha_{1}=-2, \alpha_{2}=-1$, then $\alpha=-1$ and

$$
\begin{aligned}
B & =A-\mathbf{e e}_{1}^{T}=\left[\begin{array}{lll}
2 & 2 & 1 \\
1 & 2 & 2 \\
5 & 0 & 0
\end{array}\right], \mathbf{q}^{T}=\left(-1, \frac{1}{3}, \frac{2}{3}\right), \text { with } \\
B+\mathbf{e q}^{T} & =\frac{1}{3}\left[\begin{array}{ccc}
3 & 7 & 5 \\
0 & 7 & 8 \\
12 & 1 & 2
\end{array}\right] \in \mathcal{C} \mathcal{S}_{5} \text { is doubly stochastic with }
\end{aligned}
$$

spectrum $\left\{5,-\frac{1}{2}+\frac{\sqrt{7}}{2} i,-\frac{1}{2}-\frac{\sqrt{7}}{2} i\right\}$.
3. Generalized doubly stochastic matrices with prescribed elementary divisors II. In this section, we extend Theorem 2.2 to setting that there exists a partition of the given list $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ into sublists $\Lambda_{k}$, along with suitably chosen Perron eigenvalues, which are realizable by nonnegative (positive) generalized doubly stochastic matrices $A_{k}$ with certain of the prescribed elementary divisors, and (ii) an $r \times r, r<n$, nonnegative (positive) generalized doubly stochastic matrix exists with diagonal entries being the Perron eigenvalues of the matrices $A_{k}$, and with certain of the prescribed elementary divisors. Our result is built on the basis of Rado Theorem to generate sufficient conditions, which are more general than the conditions of Theorem 2.1. The constructive nature of the proof allows us to compute a matrix solution.

Theorem 3.1. Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ be a list of complex numbers with $\bar{\Lambda}=\Lambda$, $\sum_{i=1}^{n} \lambda_{i}>0, \lambda_{1}>\left|\lambda_{i}\right|, i=2, \ldots, n$. Suppose there exists a partition $\Lambda=\Lambda_{0} \cup \Lambda_{1} \cup \cdots \cup$ $\Lambda_{p_{0}}$ with

$$
\begin{array}{ll}
\Lambda_{0} & =\left\{\lambda_{01}, \lambda_{02}, \ldots, \lambda_{0 p_{0}}\right\}, \\
\Lambda_{01}=\lambda_{1} \\
\Lambda_{k} & =\left\{\lambda_{k 1}, \lambda_{k 2}, \ldots, \lambda_{k p_{k}}\right\},
\end{array} p_{k}=p, k=1, \ldots, p_{0}, ~ l
$$

where the lists $\Lambda_{k}, k=1, \ldots, p_{0}$, have cardinality $p$, in such a way that:
i) For each $k=1, \ldots, p_{0}$, there exists a list

$$
\Gamma_{k}=\left\{\omega_{k}, \lambda_{k 1}, \ldots, \lambda_{k p_{k}}\right\}, \quad 0<\omega_{k}<\lambda_{1}
$$

which is realizable by a nonnegative (positive) matrix $A_{k}$, with $A_{k}, A_{k}^{T} \in \mathcal{C} \mathcal{S}_{\omega_{k}}$, and with prescribed elementary divisors

$$
\left(\lambda-\omega_{k}\right),\left(\lambda-\lambda_{k 1}\right)^{n_{k 1}}, \ldots,\left(\lambda-\lambda_{k j}\right)^{n_{k j}}, \quad n_{k 1}+\cdots+n_{k j}=p_{k}
$$

and
ii) There exists a $p_{0} \times p_{0}$ nonnegative (positive) matrix $B=\left(b_{i j}\right)_{i, j=1}^{n}$ such that $B, B^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$, with spectrum $\Lambda_{0}$ and diagonal entries $\omega_{1}, \omega_{2}, \ldots, \omega_{p_{0}}$, and with certain of the prescribed elementary divisors.

Then there exists a nonnegative (positive) matrix $A$, such that $A, A^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$, with spectrum $\Lambda$ and with the prescribed elementary divisors associated to the lists $\Lambda_{k}$.

Proof. From i) let

$$
G=\left[\begin{array}{llll}
A_{1} & & & \\
& A_{2} & & \\
& & \ddots & \\
& & & A_{p_{0}}
\end{array}\right]
$$

where $A_{k}$ with $A_{k}, A_{k}^{T} \in \mathcal{C} \mathcal{S}_{\omega_{k}}$ is nonnegative (positive), with spectrum $\Gamma_{k}$ and prescribed elementary divisors associated to the list $\Gamma_{k}$, From ii), let $C=B-\Omega$, where $\Omega=\operatorname{diag}=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{p_{0}}\right\}$, and let $X=\left[\mathbf{x}_{1}|\cdots| \mathbf{x}_{p_{0}}\right]$ be the matrix whose columns are the normalized eigenvectors of $G$ corresponding to the eigenvalues $\omega_{1}, \omega_{2}, \ldots, \omega_{p_{0}}$, respectively. Observe that $\mathbf{x}_{k}, k=1, \ldots, p_{0}$, is nonnegative with entries $\frac{1}{\sqrt{p}}$ and zeros,

$$
\mathbf{x}_{k}^{T}=(0, \ldots, 0, \underbrace{\frac{1}{\sqrt{p}}, \ldots, \frac{1}{\sqrt{p}}}_{p \text { times }}, 0, \ldots, 0)
$$

Let $\widetilde{C}=C X^{T}$. Then

$$
X \widetilde{C}=X C X^{T}=\frac{1}{p}\left[\begin{array}{cccc}
0 & B_{12} & \cdots & B_{1 p_{0}} \\
B_{21} & 0 & \ddots & B_{2 p_{0}} \\
\vdots & \ddots & \ddots & \vdots \\
B_{p_{0} 1} & \cdots & B_{p_{0}, p_{0}-1} & 0
\end{array}\right]
$$

where

$$
B_{i j}=\left[\begin{array}{ccccc}
b_{i j} & b_{i j} & b_{i j} & \ddots & b_{i j} \\
b_{i j} & b_{i j} & b_{i j} & \ddots & b_{i j} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
b_{i j} & b_{i j} & b_{i j} & \cdots & b_{i j}
\end{array}\right]
$$

is positive with $\frac{1}{p} B_{i j} \in \mathcal{C} \mathcal{S}_{b_{i j}}$. Then from Theorem 1.2, $A=G+X \widetilde{C}$ is nonnegative (positive) with spectrum $\Lambda$ (the Rado perturbation $G+X \widetilde{C}$ changes $\omega_{1}, \ldots, \omega_{p_{0}}$ by the eigenvalues of $\Omega+\widetilde{C} X=\Omega+C X^{T} X=\Omega+C=B$ ). Moreover,

$$
A \mathbf{e}=\left(G+X C X^{T}\right) \mathbf{e}=\left[\begin{array}{c}
\omega_{1} \\
\vdots \\
\omega_{1} \\
\vdots \\
\omega_{p_{0}} \\
\vdots \\
\omega_{p_{0}}
\end{array}\right]+\left[\begin{array}{c}
\lambda_{1}-\omega_{1} \\
\vdots \\
\lambda_{1}-\omega_{1} \\
\vdots \\
\lambda_{1}-\omega_{p_{0}} \\
\vdots \\
\lambda_{1}-\omega_{p_{0}}
\end{array}\right]=A^{T} \mathbf{e}=\lambda_{1} \mathbf{e}
$$

Then $A=G+X \widetilde{C}$ is an $n \times n$ nonnegative (positive) generalized doubly stochastic matrix, with the prescribed elementary divisors.

In order to apply Theorem 3.1, we need a $p_{0} \times p_{0}$ nonnegative (positive) generalized doubly stochastic matrix $B$ with spectrum $\Lambda_{0}$ and diagonal entries $\omega_{1}, \omega_{2}, \ldots, \omega_{p_{0}}$. The existence and construction of such a matrix is an open and hard problem, for which so far we have only partial responses. For $p_{0}=2$, the nonnegative (positive) generalized doubly stochastic matrix is necessarily symmetric, with $\omega_{1}=\omega_{2}$ and eigenvalues $\lambda_{1}, \lambda_{2}=2 \omega_{1}-\lambda_{1}$,

$$
B=\left[\begin{array}{cc}
\omega_{1} & \lambda_{1}-\omega_{1} \\
\lambda_{1}-\omega_{1} & \omega_{1}
\end{array}\right]
$$

For the case $p_{0}=3$, we have a sufficient condition:
Lemma 3.2. Let $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ and $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ with $\lambda_{1}>\left|\lambda_{i}\right|, i=2,3$, and $\lambda_{1} \geq \omega_{1} \geq \omega_{2} \geq \omega_{3} \geq 0$. If

$$
\begin{aligned}
& \text { i) }\left(\lambda_{2}-\lambda_{3}\right)^{2} \leq 4\left[\left(\omega_{1}-\omega_{2}\right)^{2}+\left(\omega_{1}-\omega_{2}\right)\left(\omega_{2}-\omega_{3}\right)+\left(\omega_{2}-\omega_{3}\right)^{2}\right] \\
& \text { ii) } \lambda_{1}-\omega_{1}-y \geq 0 \\
& \text { iii) } \omega_{3}-\omega_{2}+y \geq 0
\end{aligned}
$$

where

$$
\begin{aligned}
& y=\frac{1}{2}\left(\lambda_{1}-\omega_{1}+\omega_{2}-\omega_{3}\right)+\frac{1}{6} \sqrt{3} \sqrt{\alpha-\left(\lambda_{2}-\lambda_{3}\right)^{2}}, \quad \text { with } \\
& \alpha=4\left[\left(\omega_{1}-\omega_{2}\right)^{2}+\left(\omega_{1}-\omega_{2}\right)\left(\omega_{2}-\omega_{3}\right)+\left(\omega_{2}-\omega_{3}\right)^{2}\right]
\end{aligned}
$$

then there exists a $3 \times 3$ nonnegative generalized doubly stochastic matrix with eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and diagonal entries $\omega_{1}, \omega_{2}, \omega_{3}$.

Proof. Consider the matrix

$$
B=\left[\begin{array}{ccc}
\omega_{1} & \lambda_{1}-\omega_{1}-y & y \\
\omega_{3}-\omega_{2}+y & \omega_{2} & \lambda_{1}-\omega_{3}-y \\
\lambda_{1}-\omega_{1}+\omega_{2}-\omega_{3}-y & \omega_{1}-\omega_{2}+y & \omega_{3}
\end{array}\right]
$$

Clearly $B, B^{T} \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ with the prescribed diagonal entries. From $\left.i i\right)$ it follows that $\lambda_{1}-\omega_{3}-y \geq 0$ and $\lambda_{1}-\omega_{1}+\omega_{2}-\omega_{3}-y \geq \omega_{2}-\omega_{3} \geq 0$. From iii) $\omega_{3}-\omega_{2}+y \geq 0$, and from $i$ ) $y \geq 0$ and then $\omega_{1}-\omega_{2}+y \geq 0$. Thus, $B$ is nonnegative. Finally a simple algebraic calculation shows that $B$ has the prescribed eigenvalues.

Example 3.3. Let $\Lambda=\{12,5,2,2,0,-1,-1,-2+i,-2-i\}$. To construct a positive generalized doubly stochastic matrix $A$ with elementary divisors

$$
(\lambda-12),(\lambda-5),(\lambda-2)^{2}, \lambda,(\lambda+1)^{2}, \lambda^{2}+4 \lambda+5
$$

we take the partition

$$
\Lambda_{0}=\{12,5,0\}, \quad \Gamma_{1}=\{7,2,2\}, \quad \Gamma_{2}=\{6,-2+i,-2-i\}, \quad \Gamma_{3}=\{4,-1,-1\}
$$

and from Theorem 2.2 we compute the positive generalized doubly stochastic matrices

$$
A_{1}=\frac{1}{3}\left[\begin{array}{ccc}
10 & 5 & 6 \\
7 & 11 & 3 \\
4 & 5 & 12
\end{array}\right], A_{2}=\frac{1}{3}\left[\begin{array}{ccc}
2 & 9 & 7 \\
5 & 3 & 10 \\
11 & 6 & 1
\end{array}\right], A_{3}=\frac{1}{3}\left[\begin{array}{lll}
1 & 5 & 6 \\
7 & 2 & 3 \\
4 & 5 & 3
\end{array}\right]
$$

with spectra $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$, and elementary divisors $(\lambda-7),(\lambda-2)^{2} ;(\lambda-6), \lambda^{2}+4 \lambda+5$; and $(\lambda-4),(\lambda+1)^{2}$, respectively. Moreover, from Lemma 3.2 we compute

$$
B=\left[\begin{array}{lll}
7 & 1 & 4 \\
2 & 6 & 4 \\
3 & 5 & 4
\end{array}\right] \text { with spectrum } \Lambda_{0}, \text { and } C=\left[\begin{array}{ccc}
0 & 1 & 4 \\
2 & 0 & 4 \\
3 & 5 & 0
\end{array}\right]
$$

Finally,

$$
X C X^{T}=\frac{1}{3}\left[\begin{array}{ccccccccc}
0 & 0 & 0 & 1 & 1 & 1 & 4 & 4 & 4 \\
0 & 0 & 0 & 1 & 1 & 1 & 4 & 4 & 4 \\
0 & 0 & 0 & 1 & 1 & 1 & 4 & 4 & 4 \\
2 & 2 & 2 & 0 & 0 & 0 & 4 & 4 & 4 \\
2 & 2 & 2 & 0 & 0 & 0 & 4 & 4 & 4 \\
2 & 2 & 2 & 0 & 0 & 0 & 4 & 4 & 4 \\
3 & 3 & 3 & 5 & 5 & 5 & 0 & 0 & 0 \\
3 & 3 & 3 & 5 & 5 & 5 & 0 & 0 & 0 \\
3 & 3 & 3 & 5 & 5 & 5 & 0 & 0 & 0
\end{array}\right]
$$

and

$$
A=\left[\begin{array}{lll}
A_{1} & & \\
& A_{2} & \\
& & A_{3}
\end{array}\right]+X C X^{T}
$$

is a positive generalized doubly stochastic matrix with the prescribed elementary divisors.

As we did in Section 2 with Theorem 2.2] we may also estimate the increase $\alpha$ in the Perron eigenvalue $\lambda_{1}$, needed to obtain, from Theorem 3.1 point of view, a nonnegative generalized doubly stochastic matrix without changing the elementary divisors associated to $\lambda_{k} \neq \lambda_{1}$. In this case, $\alpha=\sum_{k=1}^{p_{0}} \alpha_{k}$, where $\alpha_{k}$ is the increase in the Perron eigenvalue $\omega_{k}$ of the nonnegative generalized doubly stochastic submatrix $A_{k}, k=1, \ldots, p_{0}$.
4. More on stochastic and doubly stochastic matrices. We start this section with the following lemma:

Lemma 4.1. Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ be a list of complex numbers, which is realizable by a nonnegative generalized doubly stochastic matrix. Then for all $\epsilon>0$,
the list

$$
\Lambda_{\epsilon}=\left\{\lambda_{1}+\epsilon, \lambda_{2}, \ldots, \lambda_{n}\right\}
$$

is also realizable by a positive generalized doubly stochastic matrix.
Proof. Let $A$ be nonnegative generalized doubly stochastic with Perron eigenvalue $\lambda_{1}$. Let $\mathbf{q}^{T}=\left(\frac{\epsilon}{n}, \ldots, \frac{\epsilon}{n}\right)$. Then it is clear that $A+\mathbf{e q}^{T}$ is positive. Moreover,

$$
\begin{aligned}
\left(A+\mathbf{e q}^{T}\right) \mathbf{e} & =A \mathbf{e}+\mathbf{q}^{T} \mathbf{e e}=\lambda_{1} \mathbf{e}+\epsilon \mathbf{e}=\left(\lambda_{1}+\epsilon\right) \mathbf{e} \text { and } \\
\left(A+\mathbf{e q}^{T}\right)^{T} \mathbf{e} & =A^{T} \mathbf{e}+\mathbf{q e}^{T} \mathbf{e}=\lambda_{1} \mathbf{e}+n \mathbf{q}=\lambda_{1} \mathbf{e}+\epsilon \mathbf{e}=\left(\lambda_{1}+\epsilon\right) \mathbf{e}
\end{aligned}
$$

and the result follows from Theorem 1.1. $\mathrm{\square}$
In [1] and [6, the authors show that if $A$ is a nonnegative irreducible matrix with a positive column or row, then $A$ is similar to a positive matrix. The following result gives a sufficient condition on a list of complex numbers $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, for the existence and construction of a nonnegative generalized stochastic matrix with spectrum $\Lambda$, for each possible $J C F$ associated with $\Lambda$.

Theorem 4.2. Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ be a list of complex numbers with $\bar{\Lambda}=\Lambda$, $\sum_{i=1}^{n} \lambda_{i}>0, \lambda_{1}>\left|\lambda_{i}\right|, i=2, \ldots, n$. Let

$$
\begin{aligned}
M & =\max _{2 \leq k \leq n}\left\{0, \operatorname{Re} \lambda_{k}+\operatorname{Im} \lambda_{k}\right\} \\
m_{k} & =-\min \left\{0, \operatorname{Re} \lambda_{k}, \operatorname{Im} \lambda_{k},\right\}, \quad k=2, \ldots, n
\end{aligned}
$$

Then, if

$$
\begin{equation*}
\lambda_{1}>M+\sum_{k=2}^{n} m_{k} \tag{4.1}
\end{equation*}
$$

there exists a positive generalized stochastic matrix with spectrum $\Lambda$, for each possible $J C F$ associated with $\Lambda$.

Proof. Let $A \in \mathcal{C} \mathcal{S}_{\lambda_{1}}$ be the initial matrix in Theorem [2.2, with diagonal $J C F$. Since (4.1) holds, then we can take $r_{k}>0, k=2, \ldots, n$, with $r_{1}=-\sum_{k=2}^{n} r_{k}$, in such a way that the entries on the first row and first column of $A+\mathbf{e r}^{T}$ are all positive. Then $A+\mathbf{e r}^{T}$ is diagonalizable irreducible nonnegative generalized stochastic. Hence, from the result in [1], mentioned above, $B=A+\mathbf{e r}^{T}$ is similar to a diagonalizable positive generalized stochastic matrix, and from Theorem 1.1 there exists a positive generalized stochastic matrix with spectrum $\Lambda$ and arbitrarily prescribed elementary divisors associated to $\Lambda$.

Corollary 4.3. Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ be a list of complex numbers with $\bar{\Lambda}=\Lambda, \sum_{i=1}^{n} \lambda_{i}>0, \lambda_{1}>\left|\lambda_{i}\right|, i=2, \ldots, n$. Then, if the conditions (4.1) and (2.4),
with strict inequality, are satisfied, there exists a positive generalized doubly stochastic matrix with spectrum $\Lambda$ and arbitrarily prescribed elementary divisors associated to $\Lambda$.

Proof. From the proof of Theorem 4.2, there exists a diagonalizable irreducible nonnegative generalized stochastic matrix $B=A+\mathbf{e r}^{T}$, which is similar to a diagonalizable positive generalized stochastic matrix $C$. Since (2.4) holds, with strict inequality, then $C+\mathbf{e q}^{T}$, for an appropriate vector $\mathbf{q}$, is a diagonalizable positive generalized doubly stochastic matrix, and from Theorem 1.1 the result follows.

Acknowledgment. The authors thank to the referee for her/his helpful suggestions and comments, which greatly improved the presentation of the paper.

## REFERENCES

[1] A. Borobia and J. Moro. On nonnegative matrices similar to positive matrices. Linear Algebra Appl., 266:365-379, 1997.
[2] A. Brauer. Limits for the characteristic roots of a matrix IV: Applications to stochastic matrices. Duke Math. J., 19:75-91, 1952.
[3] J. Ccapa and R.L. Soto. On spectra perturbation and elementary divisors of positive matrices. Electron. J. Linear Algebra, 18:462-481, 2009.
[4] J. Ccapa and R.L. Soto. On elementary divisors perturbation of nonnegative matrices. Linear Algebra Appl., 432:546-555, 2010.
[5] R.C. Díaz and R.L. Soto. Nonnegative inverse elementary divisors problem in the left half plane. Linear Multilinear Algebra, http:/dx.doi.org/10.1080/03081087.2015.1034640.
[6] T.J. Laffey, R. Loewy, and H. Šmigoc. Nonnegative matrices that are similar to positive matrices. SIAM J. Matrix Anal. Appl., 31:629-649, 2009.
[7] H. Minc. Inverse elementary divisor problem for nonnegative matrices. Proc. Amer. Math. Soc, 83:665-669, 1981.
[8] H. Minc. Inverse elementary divisor problem for doubly stochastic matrices. Linear Multilinear Algebra, 11:121-131, 1982.
[9] H. Minc. Nonnegative Matrices. John Wiley \& Sons, Inc., New York, 1988.
[10] H. Perfect. Methods of constructing certain stochastic matrices. Duke Math. J., 20:395-404, 1953.
[11] H. Perfect. Methods of constructing certain stochastic matrices II. Duke Math. J, 22:305-311, 1955.
[12] R.L. Soto. Existence and construction of nonnegative matrices with prescribed spectrum. Linear Algebra Appl., 369:169-184, 2003.
[13] R.L. Soto. A family of realizability criteria for the real and symmetric nonnegative inverse eigenvalue problem. Numer. Linear Algebra Appl., 20:336-348, 2013.
[14] R.L. Soto and J. Ccapa. Nonnegative matrices with prescribed elementary divisors. Electron. J. Linear Algebra, 17:287-303, 2008.
[15] R.L. Soto, R.C. Diaz, H. Nina, and M. Salas. Nonnegative matrices with prescribed spectrum and elementary divisors. Linear Algebra Appl., 439:3591-3604, 2013.
[16] R.L. Soto, A.I. Julio, and M. Salas. Nonnegative persymmetric matrices with prescribed elementary divisors. Linear Algebra Appl., 483:139-157, 2015.
[17] R.L. Soto and O. Rojo. Applications of a Brauer theorem in the nonnegative inverse eigenvalue problem. Linear Algebra Appl., 416:844-856, 2006.


[^0]:    *Received by the editors on August 27, 2014. Accepted for publication on September 29, 2015. Handling Editor: Bryan L. Shader.
    ${ }^{\dagger}$ Departamento de Matemáticas, Universidad Católica del Norte, Antofagasta, Casilla 1280, Chile (rsoto@ucn.cl, evalero@ucn.cl, msalas@ucn.cl). Supported by Fondecyt 1120180, Chile, Conicyt Res. 2093 and Mecesup UCN 1102, Chile.
    ${ }^{\ddagger}$ Departamento de Matemáticas, Universidad Mayor de San Andrés, La Paz, Bolivia (hnina@ucn.cl).

