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Abstract. In this short note, it is proved that the derivatives of the parametrized univariate

Gaussian correlation matrix Rg(θ) =
(

exp(−θ(xi − xj)2
)

i,j
∈ Rn×n are rank-deficient in the limit

θ = 0 up to any order m < (n − 1)/2. This result generalizes the rank deficiency theorem for

Euclidean distance matrices, which appear as the first-order derivatives of the Gaussian correlation

matrices in the limit θ = 0. As a consequence, it is shown that the condition number of Rg(θ) grows

at least as fast as 1/θm̂+1 for θ → 0, where m̂ is the largest integer such that m̂ < (n− 1)/2. This

considerably improves the previously known growth rate estimate of 1/θ2 for the so-called Gaussian

condition number anomaly.
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1. Introduction. Let x1, . . . , xn ∈ R be n mutually distinct points. The uni-

variate exponential correlation matrix corresponding to the given point set is defined

by

Rα(θ) = (exp(−θ(xi − xj)
α)

i,j≤n
∈ R

n×n, 1 ≤ α ≤ 2,(1.1)

where θ ≥ 0 parametrizes the correlation length. The special case of α = 2 gives

the Gaussian correlation matrix Rg(θ). Exponential correlation matrices appear fre-

quently in spatial statistics and in the design and analysis of computer experiments as

well as in radial basis function interpolation (see Koehler and Owen [8], Santner et al.

[14], Baxter [2], and Buhmann [4]). In fact, they may be considered as the prototypes

of positive definite correlation functions [4, Section 2]. Obviously, Rα(θ) → 11
T for

θ → 0, where 1 = (1, . . . , 1)T ∈ R
n denotes the vector with all entries equal to 1.

In the Gaussian case, it holds d
dθ
Rg(0) = −

(

(xi − xj)
2
)

i,j≤n
∈ R

n×n, that is,

up to the sign, the derivative matrix of a Gaussian correlation matrix in θ = 0

is the standard Euclidean distance matrix (EDM) corresponding to the point set
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{x1, . . . , xn}. It is a striking fact that the rank of an EDM E ∈ R
n×n is independent

of n. More precisely, in the univariate case, rank(E) ≤ 3, see Lin and Chu [11,

Theorem 2.1] for a simple proof. (For more information about EDMs, the interested

reader is referred to Gower [6], Alfakih [1], Krislock and Wolkowicz [9], Li et al. [10],

and Jaklic and Modic [7].)

The rank deficiency of EDMs has been exploited by Zimmermann [19] in order

to establish estimates on the condition number growth rate of Rα(θ) for θ → 0, the

essential ingredient being the observation that the first-order derivative matrix is rank-

deficient in the Gaussian case α = 2, while it is invertible in the other exponential

cases 1 ≤ α < 2. Hence, the question arises, up to which order m are the derivative

matrices of the Gaussian model

dm

dθm
Rg(0) = (−1)m

(

(xi − xj)
2m
)

i,j≤n
∈ R

n×n(1.2)

rank-deficient.

In this work, we show that the answer is the largest integer m̂ such that m̂ <

(n−1)/2. This fact is used in the further course of the paper to improve the estimate

on the extraordinary condition number growth rate (also termed the condition number

anomaly) of the Gaussian Rg(θ) for θ → 0: In [19], it was already indicated that the

first-order approach pursued in this reference leads to a lower bound of the growth

rate of κ2(Rg(θ)) ≥ c
θ2 that is far from being sharp. Here, this estimate is improved

to a lower bound of κ2(Rg(θ)) ≥ c
θm̂+1 for θ → 0.

Since the algebraic proofs of Zimmermann [19] do not readily generalize to ex-

ploiting higher-order derivatives, in this work, we pursue a very different approach

using tools from linear perturbation theory. This is inspired by a comment of an

anonymous referee of [19].

2. Results. First, we settle the question on the rank of the derivative matrices

appearing in (1.2).

Lemma 2.1. Let n, p ∈ N and let x1, . . . , xn ∈ R be mutually distinct. Let

Dp = ((xi − xj)
p)

i,j≤n
∈ R

n×n. Then

rank(Dp) = min{p+ 1, n}.

Proof. It holds

Dp = ((xi − xj)
p)

i,j≤n
=

(

p
∑

k=0

(−1)k
(

p

k

)

xp−k
i xkj

)

i,j≤n
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=

p
∑

k=0

(−1)k
(

p

k

)

(

xp−k
i xkj

)

i,j≤n

=

p
∑

k=0

(−1)k
(

p

k

)







xp−k
1
...

xp−k
n







(

xk1 , . . . , x
k
n

)

(2.1)

=
(

x
p, . . . ,x0

)







µ0

. . .

µp







(

x
0, . . . ,xp

)T
,(2.2)

where x
k := (xk1 , . . . , x

k
n)

T ∈ R
n and µk := (−1)k

(

p

k

)

for k = 0, . . . , p.

The expression (2.1) shows that Dp is the sum of (p+ 1) rank-one matrices. As

a consequence, rank(Dp) ≤ p+ 1. Morevoer, the vectors xk, k = 0, . . . , p are exactly

the first (p + 1) columns of the (n × n)–Vandermonde matrix corresponding to the

mutually distinct points x1, . . . , xn. Hence, they are linearly independent, if p+1 ≤ n.

From (2.2), we deduce that in this case rank(Dp) = p+1. Hence, Dp ∈ R
n×n achieves

its maximal rank n for p = n− 1 and stays invertible for higher powers of p.

The lemma shows that the matrices dm

dθmRg(0) from (1.2) are rank-deficient, if

2m+ 1 < n, and invertible otherwise. The next theorem gives an improved estimate

on the Gaussian condition number anomaly.

Theorem 2.2. Let x1, . . . , xn ∈ R be mutually distinct. Let

Rg(θ) =
(

exp(−θ(xi − xj)
2
)

i,j≤n
∈ R

n×n

be the univariate Gaussian correlation matrix corresponding to the given point set

parametrized by θ > 0. Let m̂ be the largest integer such that m̂ < (n − 1)/2. For

θ → 0, the condition number κ2(Rg(θ) grows at least as fast as 1/θm̂+1.

Proof. The Gaussian correlation matrix Rg(θ) is (strictly) positive definite for all

θ > 0, see, e.g., Buhmann [4, Proposition 2.1]. Furthermore, it is analytic in θ. It is

a simple exercise to show that for all m ∈ N, there exist ε > 0 such that the Taylor

approximation to order m of Rg(θ),

TmRg(θ) :=

m
∑

k=0

1

k!

dk

dθk
Rg(0)θ

k,

is positive semi-definite for all 0 ≤ θ ≤ ε. As has been remarked in the introduction,
dm

dθmRg(0) = (−1)m
(

(xi − xj)
2m
)

i,j≤n
. By Lemma 2.1,

rank

(

dm

dθm
Rg(0)

)

= min{2m+ 1, n}
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and every vector v ∈
(

span{
(

xk1 , . . . , x
k
n

)T | k = 0, . . . , 2m}
)⊥

is contained in its

nullspace, i.e., dm

dθmRg(0)v = 0. For such a v, it also holds dk

dθkRg(0)v = 0 for all

k ≤ m. As a consequence, TmRg(θ)v = 0 for such a v, which means that TmRg(θ)

has a non-trivial nullspace, whenever 2m+ 1 < n. In summary, if 2m+ 1 < n, then

TmRg(θ) is positive semi-definite and singular for all 0 ≤ θ ≤ ε, so that its smallest

eigenvalue is λmin(TmRg(θ)) = 0.

Now, let Rg(θ) = TmRg(θ) + E(θ) with E(θ) =
∑∞

k=m+1
1
k!

dk

dθkRg(0)θ
k =

O(θm+1). By applying a standard perturbation result for eigenvalues of symmetric

matrices (see Golub and Van Loan [5, Corollary 8.1.6]), we obtain

|λmin(Rg(θ)) − λmin(TmRg(θ))| = λmin(Rg(θ)) ≤ ‖E(θ)‖2 = O(θm+1).

Since λmax(Rg(θ)) → n for θ → 0, this proves that for 0 < θ → 0 and any m such

that 2m+ 1 < n, it holds

κ2(Rg(θ)) =
λmax(Rg(θ))

λmin(Rg(θ))
≥ c

θm+1

for some positive constant c > 0.

It is no coincidence that the first-order derivative matrix of the Gaussian correla-

tion model is a Euclidean distance matrix. In fact, this must be so for every positive

definite correlation model, as shown in Corollary 2.3 below. This is essentially due

to the characterization of Euclidean distance matrices as so-called almost negative

matrices with zero diagonal. By definition, a symmetric matrix A ∈ R
n×n is almost

negative definite, iff

vTAv ≤ 0, for all v ∈ (span{1})⊥ =

{

w ∈ R
n|

∑

i

wi = 0

}

.

Almost negative definite matrices D ∈ R
n×n with zero diagonal dii = 0, are called

distance matrices and are in fact Euclidean. This may be expressed as follows:

D ∈ R
n×n is an EDM ⇔

(

I − 1

n
11

T

)

D

(

I − 1

n
11

T

)

is negative semi-definite.

Note that (I− 1
n
11

T )Rn×n is nothing but the orthogonal projection onto (span{1})⊥.
This result is due to Schoenberg [16] and has been generalized by Gower [6]. It also

plays a fundamental role in multidimensional scaling, see Mardia et al. [12, Chapter

14]. Various characterizations for almost negative definite matrices are collected by

Micchelli [13, Corollary 2.1].

Now, let us consider arbitrary positive semi-definite correlation functions. To this

end, let

R : [0,∞) → R
n×n, θ 7→ R(θ)(2.3)
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be an arbitrary real analytic function of positive semi-definite correlation matrices,

where the parametrization is chosen without loss of generality such that small values

of θ > 0 correspond to strong spatial correlation with the limit case R(0) = 11
T .

Corollary 2.3. The first non-vanishing derivative − dk

dθkR(0) 6= 0 of any real-

analytic function of positive definite correlation matrices of the form (2.3) is a Eu-

clidean distance matrix.

Proof. Let k ∈ N be the first number such that dk

dθkR(0) 6= 0. Then, the order-k

Taylor approximation reduces to TkR(θ) = R(0) + 1
k!

dk

dθkR(0)θ
k. As argued in the

proof of Theorem 2.2, it is positive semi-definite for all θ ∈ [0, ε]. In particular

0 ≤ vT (TkR(θ)) v = vT
(

11
T +

1

k!

dk

dθk
R(0)θk

)

v, for all v ∈ (span{1})⊥.

Hence, − 1
k!

dk

dθkR(0) is almost negative definite with zero diagonal and is thus a Eu-

clidean distance matrix by Schoenberg’s characterization theorem cited above.

Almost negative definite matrices arise from almost negative kernel functions

and are strongly related to positive (semi-)definite kernels. Indeed, a kernel function

r 7→ ψ(r) is almost negative definite if and only if exp(−θψ(r)) is positive defi-

nite for all θ > 0 if and only if ψ(
√
r) is completely monotonic, which means that

(−1)kψ(k)(
√
r) ≥ 0 for all k ∈ N0. The last equivalence is essentially based on the

Bernstein representation of completely monotonic functions (see Schilling et al. [15,

Theorem 1.4]) with exp(−θr) as the fundamental building block. The foundations of

these results are again due to Schoenberg [17, 18], enhancements as well as textbook

proofs may be found in Berg et al. [3, Chapter 3] and Schilling et al. [15, Chapter 4].

Hence, there might be a possibility to derive Corollary 2.3 from the intricate

interplay between almost negative and positive definite functions sketched above.

However, this seems to be much more involved than the simple proof via the Taylor

argument.

Corollary 2.3 has an interesting implication on the dimensionality of the EDMs

arising from Gaussian and exponential correlation matrices: In [19], it is exposed that

the derivative of the Gaussian correlation matrix in θ = 0 being singular makes the

key difference in the condition number growth when compared to the other members

of the exponential correlation family

(exp(−θ|xi − xj |α))ij , 1 ≤ α < 2.

The condition number growth of this matrix family is bounded by O(1/θ) for θ → 0,

see [19, Section 2.2 and Theorem 2]. Yet, Corollary 2.3 reveals the derivatives in

both cases to be Euclidean distance matrices (see also Baxter [2, Section 2.3] for an

alternative proof).
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Therefore, the difference in the condition number behavior between the Gaussian

model and the other exponential models is better expressed in terms of the dimen-

sionality of the respective derivative distance matrices (|xi − xj |α)ij , 1 ≤ α ≤ 2. By

definition [6, Section 3], the dimensionality of an EDM D ∈ R
n×n is the smallest

dimension d ∈ N of Euclidean space Rd, which contains a point set {p1, . . . , pn} ⊂ R
d

that generates the entries of D via Euclidean reaches ‖pi − pj‖2 = Dij , i, j ≤ n.

Gower characterized the dimensionality d of an EDM D as the rank of the double-

centered matrix (I− 1
n
11

T )D(I− 1
n
11

T ), see [6, Theorem 5]. Combining [2, Example

2.3.3], [19, Propositions 1 and 2] and [6, Theorem 6] shows that the dimensionality of

the distance matrices

(|xi − xj |α)ij ∈ R
n×n, 1 ≤ α < 2

is the maximum possible number d = n−1, whenever x1, . . . , xn are mutually distinct.

Hence, one has to search in R
n−1 in order to find a point set that reproduces the

univariate non-Euclidean distances |xi − xj |α via Euclidean distances. This is in

striking contrast to the dimensionality of (|xi−xj |2))ij , which trivially is the minimum

possible number d = 1. For a complete coverage of the interplay between rank and

dimensionality of EDM’s, see Gower [6].
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