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#### Abstract

Three different kinds of condition numbers: normwise, mixed and componentwise, are discussed for the canonical generalized polar decomposition (CGPD) of real matrices. The technique used herein is different from the ones in previous literatures of the polar decomposition. With some modifications of the definition of the componentwise condition number, its application scope is extended. Explicit expressions and computable upper bounds of these three condition numbers for the CGPD are presented. Besides, some first order normwise and componentwise perturbation bounds for the CGPD are also obtained. At last, some numerical examples are given to demonstrate the theoretical results.
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1. Introduction. In this paper, we are interested in the discussion of perturbation bounds and condition numbers for two factors of the canonical generalized polar decomposition (CGPD) of real matrices. Higham et al. [16] proposed the CGPD which was a generalization of the (generalized) polar decomposition, weighted generalized polar decomposition [31, and H-polar decomposition [4] (5]. Therefore, the CGPD has the same applications as those of these polar decompositions (see [6, 14, 19]). Before we introduce the definition of the CGPD, we will introduce several concepts, which can be found in [16].

The symbol $I_{n}$ stands for the identity matrix of order $n . A^{T}$ and $A^{*}$ denote the transpose and the conjugate transpose of matrix $A$, respectively. A scalar product between two vectors $\mathbf{x} \in \mathbb{K}^{m}$ and $\mathbf{y} \in \mathbb{K}^{m}(\mathbb{K}=\mathbb{C}$ or $\mathbb{R})$ in terms of a nonsingular

[^0]matrix $M \in \mathbb{K}^{m \times m}$ is defined by
\[

\langle\mathbf{x}, \mathbf{y}\rangle_{M}= $$
\begin{cases}\mathbf{x}^{T} M \mathbf{y}, & \text { for bilinear forms } \\ \mathbf{x}^{*} M \mathbf{y}, & \text { for sesquilinear forms }\end{cases}
$$
\]

Assume that $\mathbb{K}^{m}$ and $\mathbb{K}^{n}$ are equipped with scalar products $\langle\cdot, \cdot\rangle_{M}$ and $\langle\cdot, \cdot\rangle_{N}$ induced by the nonsingular matrices $M \in \mathbb{K}^{m \times m}$ and $N \in \mathbb{K}^{n \times n}$, respectively. The $(M, N)$-adjoint of a matrix $A \in \mathbb{K}^{m \times n}$ is defined to be the unique matrix $A^{\star M, N} \in$ $\mathbb{K}^{n \times m}$ satisfying the identity

$$
\langle A \mathbf{x}, \mathbf{y}\rangle_{M}=\left\langle\mathbf{x}, A^{\star M, N} \mathbf{y}\right\rangle_{N}
$$

for all $\mathbf{x} \in \mathbb{K}^{n}$ and all $\mathbf{y} \in \mathbb{K}^{m}$, and $A^{\star M, N}$ is defined by

$$
A^{\star M, N} \equiv \begin{cases}N^{-1} A^{T} M, & \text { for bilinear forms } \\ N^{-1} A^{*} M, & \text { for sesquilinear forms }\end{cases}
$$

The nonsingular matrices $M \in \mathbb{K}^{m \times m}$ and $N \in \mathbb{K}^{n \times n}$ form an orthosymmetric pair if (i) for bilinear forms,

$$
M^{T}=\beta M, \quad N^{T}=\beta N, \quad \beta= \pm 1
$$

or (ii) for sesquilinear forms,

$$
M^{*}=\alpha M, \quad N^{*}=\alpha N, \quad \alpha \in \mathbb{C}, \quad|\alpha|=1
$$

A matrix $W \in \mathbb{K}^{m \times n}$ is a partial $(M, N)$-isometry if

$$
\begin{equation*}
W W^{\star M, N} W=W \tag{1.1}
\end{equation*}
$$

A matrix $S \in \mathbb{K}^{n \times n}$ is said to be $N$-selfadjoint if

$$
\begin{equation*}
S^{\star N} \equiv N^{-1} S^{T} N=S \tag{1.2}
\end{equation*}
$$

Definition 1.1 ([16]). Let the nonsingular matrices $M \in \mathbb{K}^{m \times m}$ and $N \in \mathbb{K}^{n \times n}$ form an orthosymmetric pair. A canonical generalized polar decomposition of $A \in$ $\mathbb{K}^{m \times n}$ is a decomposition $A=W S$, where $W \in \mathbb{K}^{m \times n}$ is a partial $(M, N)$-isometry, $S \in \mathbb{K}^{n \times n}$ is an $N$-selfadjoint matrix whose nonzero eigenvalues are contained in the open right half-plane, and range $\left(W^{\star} M, N\right)=\operatorname{range}(S)$.

Higham et al. 16 also provided the necessary and sufficient condition for the existence and uniqueness of the CGPD, which is given below.

THEOREM 1.2. Let the nonsingular matrices $M \in \mathbb{K}^{m \times m}$ and $N \in \mathbb{K}^{n \times n}$ form an orthosymmetric pair. Then $A \in \mathbb{K}^{m \times n}$ has a unique canonical generalized polar decomposition if and only if
(i) $A \star M, N A$ has no negative real eigenvalues;
(ii) if zero is an eigenvalue of $A^{\star M, N} A$, then it is semisimple; and
(iii) $\operatorname{ker}\left(A^{\star M, N} A\right)=\operatorname{ker}(A)$.

If $\mathbb{K}=\mathbb{R}$, then we have

$$
\begin{equation*}
A^{\star M, N}=N^{-1} A^{T} M \tag{1.3}
\end{equation*}
$$

From Theorem 1.2, it is easy to obtain the following theorem.
THEOREM 1.3. Let the nonsingular matrices $M \in \mathbb{R}^{m \times m}$ and $N \in \mathbb{R}^{n \times n}$ form an orthosymmetric pair. Then $A \in \mathbb{R}^{m \times n}$ has a unique canonical generalized polar decomposition $A=W S$ with $S$ being nonsingular if and only if $A^{\star M, N} A$ has no nonpositive eigenvalues.

In the rest of this paper, we always assume that $\mathbb{K}=\mathbb{R}$ and $A^{\star}{ }^{M, N} A$ has no nonpositive eigenvalues when we refer to the CGPD.

We study three different kinds of condition numbers: normwise, mixed and componentwise, for the CGPD. The classical condition number is the normwise one, which has a drawback that it ignores the structure of both input and output data. To be more accurate, Gohberg and Koltracht 12 proposed another two different kinds of condition numbers: mixed and componentwise. More about these two condition numbers can be found in [10, 11, 12, 29]. In this paper, we also modify the definition of the componentwise condition number to extend its scope of application.

The perturbation analysis for the (generalized) polar decomposition has been studied by many authors [1, 2, 3, 8, 9, 20, 21, 22, 23, 24, 25. They mainly provided the normwise perturbation bounds for the (subunitary) unitary and Hermite positive semidefinite polar factors. Yang and Li 31 explored a weighted generalized polar decomposition, but it is defined only with respect to positive definite scalar products, which is a special case of the CGPD. Yang and Li [26, 30] also gave the normwise perturbation bounds for the weighted polar decomposition. Some authors [7, [15, 18, ,27] gave the normwise condition number for the (generalized) polar decomposition. However, so far, no one has presented the perturbation bounds and condition numbers for the CGPD. By this motivation, we discuss three different kinds of condition numbers: normwise, mixed and componentwise, for the CGPD, and present their first order normwise and componentwise perturbation bounds.

The rest of this paper is organized as follows. In Section 2, we introduce some preliminaries. In Section 3, we discuss some first order normwise and componentwise
perturbation bounds and condition numbers for two factors of the CGPD. Finally, we give some numerical examples in Section 4 to demonstrate our theoretical results.

## 2. Preliminaries.

2.1. Vector and matrix norms. For a matrix $A \in \mathbb{R}^{m \times n}$, the Frobenius norm and the spectral norm of $A$ are denoted by $\|A\|_{F}$ and $\|A\|_{2}$, respectively. $\|\mathbf{x}\|_{2}$ denotes the Euclidean norm of a vector $\mathbf{x} \in \mathbb{R}^{n}$. The $\infty$-norm of a vector $\mathbf{x} \in \mathbb{R}^{n}$ and a matrix $A \in \mathbb{R}^{m \times n}$ are defined respectively by

$$
\|\mathbf{x}\|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right| \text { and }\|A\|_{\infty}=\max _{1 \leq i \leq m} \sum_{j=1}^{n}\left|a_{i j}\right| .
$$

The maximum norm of a matrix $A \in \mathbb{R}^{m \times n}$ is defined by

$$
\|A\|_{\max }=\max _{i, j}\left|a_{i j}\right|
$$

One should note that the inequality

$$
\|A B\|_{\max } \leq\|A\|_{\max }\|B\|_{\max }
$$

does not necessarily hold for all matrices $A, B$ with appropriate sizes. This is different from the spectral norm, the Frobenius norm, and the $\infty$-norm.

For the Kronecker product of $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$, we have [17,

$$
\begin{equation*}
\|A \otimes B\|_{\infty}=\|A\|_{\infty}\|B\|_{\infty} \text { and }\|A \otimes B\|_{2}=\|A\|_{2}\|B\|_{2} \tag{2.1}
\end{equation*}
$$

2.2. Three different kinds of condition numbers. The normwise condition number measures the size of both input perturbations and output errors by using some norms. However, it ignores the structure of both input and output data with respect to scaling or sparsity. To be more accurate, two different kinds of condition numbers: mixed and componentwise, are proposed. The mixed condition number measures the errors in the output normwise and the input perturbations componentwise, and the componentwise one measures both the errors in the output and the perturbation in the input componentwise.

To define these three different kinds of condition numbers, we first introduce some preliminaries. For a matrix $X \in \mathbb{R}^{m \times n},|X|$ denotes the $m$-by- $n$ matrix whose $(i, j)$ entry is just the absolute value of the $(i, j)$-entry of $X$, and $\operatorname{vec}(X)$ denotes the vector as follows:

$$
\operatorname{vec}(X)=\left(x_{1,1}, \ldots, x_{m, 1}, x_{1,2}, \ldots, x_{m, 2}, \ldots, x_{1, n}, \ldots, x_{m, n}\right)^{T}
$$

For a number $c \in \mathbb{R}$, we define

$$
c^{\ddagger}= \begin{cases}c^{-1}, & \text { if } c \neq 0, \\ 1, & \text { if } c=0 .\end{cases}
$$

We use the mark " $\ddagger$ " here just for distinguishing from " $\dagger$ ", whose value at zero is zero. For any two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}$, we define the vector $\mathbf{a} / \mathbf{b}$ as

$$
\begin{equation*}
\frac{\mathbf{a}}{\mathbf{b}}=\operatorname{diag}^{\ddagger}(\mathbf{b}) \mathbf{a} \tag{2.2}
\end{equation*}
$$

where $\operatorname{diag}(\mathbf{b})$ and $\operatorname{diag}^{\ddagger}(\mathbf{b})$ are $n$-by- $n$ diagonal matrices with diagonal entries being equal to $b_{1}, b_{2}, \ldots, b_{n}$ and $b_{1}^{\ddagger}, b_{2}^{\ddagger}, \ldots, b_{n}^{\ddagger}$, respectively. It is obvious that $\mathbf{a} / \mathbf{b}$ has components

$$
\left(\frac{\mathbf{a}}{\mathbf{b}}\right)_{i}=b_{i}^{\ddagger} a_{i} .
$$

Moreover, we can define the componentwise distance between $\mathbf{a}$ and $\mathbf{b}$ by

$$
\begin{equation*}
d(\mathbf{a}, \mathbf{b})=\left\|\frac{\mathbf{a}-\mathbf{b}}{\mathbf{b}}\right\|_{\infty}=\max _{1 \leq i \leq n}\left\{\left|b_{i}^{\ddagger} \| a_{i}-b_{i}\right|\right\} . \tag{2.3}
\end{equation*}
$$

That is, we consider the relative distance at nonzero components, while the absolute distance at zero components. It is obvious that $d(\mathbf{a}, \mathbf{b})=0$ if and only if $\mathbf{a}=\mathbf{b}$.

Let $A, B \in \mathbb{R}^{m \times n}$. We define $A / B$ as an entrywise division with entries

$$
\left(\frac{A}{B}\right)_{i j}=b_{i j}^{\ddagger} a_{i j},
$$

and the componentwise distance of $A$ and $B$ as

$$
d(A, B)=\left\|\frac{A-B}{B}\right\|_{\max }=\max _{i, j}\left\{\left|b_{i j}^{\ddagger}\right|\left|a_{i j}-b_{i j}\right|\right\} .
$$

For a vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{p}\right)^{T} \in \mathbb{R}^{p}$, we define

$$
\Omega(\mathbf{a})=\left\{k \mid a_{k}=0,1 \leq k \leq p\right\} \text { and }|\mathbf{a}|=\left(\left|a_{1}\right|,\left|a_{2}\right|, \ldots,\left|a_{p}\right|\right)^{T}
$$

Given $\varepsilon>0$, we denote

$$
B^{o}(\mathbf{a}, \varepsilon)=\left\{\mathbf{x} \in \mathbb{R}^{p}| | x_{i}-a_{i}|\leq \varepsilon| a_{i} \mid, i=1: p\right\} .
$$

It is obvious that if $x \in B^{o}(\mathbf{a}, \varepsilon)$, then $\Omega(\mathbf{a}) \subseteq \Omega(\mathbf{x})$ and $\mathbf{x}=\operatorname{diag}(\mathbf{a}) \operatorname{diag}^{\ddagger}(\mathbf{a}) \mathbf{x}$. We also denote

$$
B(\mathbf{a}, \varepsilon)=\left\{\mathbf{x} \in \mathbb{R}^{p} \mid\|\mathbf{x}-\mathbf{a}\|_{2} \leq \varepsilon\|\mathbf{a}\|_{2}\right\}
$$

Now we introduce the definitions of three different kinds of condition numbers. The first one is the usual condition number given by Rice [28]. The last two definitions are given by Gohberg and Koltracht [12].

Definition 2.1. Let $F: \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}$ be a continuous mapping defined on an open set $D_{F} \subset \mathbb{R}^{p}$, and $\mathbf{a} \in D_{F}, \mathbf{a} \neq \mathbf{0}$, such that $F(\mathbf{a}) \neq \mathbf{0}$.
(i) The normwise condition number of $F$ at $\mathbf{a}$ is defined by

$$
\kappa(F, \mathbf{a})=\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\ \mathbf{x} \in B(\mathbf{a}, \varepsilon)}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{2} /\|F(\mathbf{a})\|_{2}}{\|\mathbf{x}-\mathbf{a}\|_{2} /\|\mathbf{a}\|_{2}} .
$$

(ii) The mixed condition number of $F$ at $\mathbf{a}$ is defined by

$$
m(F, \mathbf{a})=\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\ \mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon)}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}} \frac{1}{d(\mathbf{x}, \mathbf{a})}
$$

(iii) The componentwise condition number of $F$ at $\mathbf{a}$ is defined by

$$
c(F, \mathbf{a})=\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\ \mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon)}} \frac{d(F(\mathbf{x}), F(\mathbf{a}))}{d(\mathbf{x}, \mathbf{a})}
$$

Remark 2.2. (i) It is noted that Definition 2.1 (iii) is the same as the one given in [12] when $F(\mathbf{a})=\left(f_{1}(\mathbf{a}), \ldots, f_{q}(\mathbf{a})\right)$ has no zero components. Since the distance $d$ we defined is always finite, which is different from $\delta$ defined in [12], the hypothesis that $F(\mathbf{a})$ has no zero components in [12] can be removed.
(ii) From Definition 2.1, we can see that the mixed and componentwise condition numbers demand that the zero components of a are not perturbed, while the normwise one does not have this requirement. Actually, the demand that zero components should not be perturbed is the case when $x_{i}=f l\left(a_{i}\right)$ is the representation of $a_{i}$ in a computer arithmetic, which has the property $\left|x_{i}-a_{i}\right| \leq u\left|a_{i}\right|$, where $u$ is the unit roundoff (see [13, Theorem 2.2]). Note that if $\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon)$, then $\mathbf{x} \in B(\mathbf{a}, \varepsilon)$. Obviously, this is not true in the opposite direction. Therefore, the problem of computing $F$ at a could be ill conditioned with respect to perturbations in point a satisfying $\mathbf{x} \in B(\mathbf{a}, \varepsilon)$ while being well conditioned with respect to perturbations satisfying $\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon)$.

The following lemma, which gives the explicit expressions for these three condition numbers, can be found in [10, Lemma 2]. Since the definition of the componentwise condition number is modified correspondingly, we give a new proof for it.

Lemma 2.3. With the same assumptions as in Definition 2.1, and supposing that $F$ is Fréchet differentiable at $\mathbf{a}$, we have

$$
\begin{gather*}
\kappa(F, \mathbf{a})=\frac{\left\|F^{\prime}(\mathbf{a})\right\|_{2}\left\|_{\mathbf{a}}^{2}\right\|_{2}}{\|F(\mathbf{a})\|_{2}},  \tag{2.4}\\
m(F, \mathbf{a})=\frac{\left\|F^{\prime}(\mathbf{a}) \operatorname{diag}(\mathbf{a})\right\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}}=\frac{\left\|\mid F^{\prime}(\mathbf{a})\right\| \mathbf{a} \|_{\infty}}{\|F(\mathbf{a})\|_{\infty}},  \tag{2.5}\\
c(F, \mathbf{a})=\left\|\operatorname{diag}^{\ddagger}(F(\mathbf{a})) F^{\prime}(\mathbf{a}) \operatorname{diag}(\mathbf{a})\right\|_{\infty}=\left\|\frac{\left|F^{\prime}(\mathbf{a}) \| \mathbf{a}\right|}{|F(\mathbf{a})|}\right\|_{\infty}, \tag{2.6}
\end{gather*}
$$

where $F^{\prime}(\mathbf{a})$ is the Fréchet derivative of $F$ at $\mathbf{a}$.
Proof. Here we only prove (2.6), (2.4) and (2.5) can be proved similarly. By Definition 2.1) (2.2) and (2.3), we have

$$
\begin{aligned}
c(F, \mathbf{a}) & =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\
\mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon)}} \frac{d(F(\mathbf{x}), F(\mathbf{a}))}{d(\mathbf{x}, \mathbf{a})} \\
& =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\
\mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon)}} \frac{\left\|\operatorname{diag}^{\ddagger}(F(\mathbf{a}))[F(\mathbf{x})-F(\mathbf{a})]\right\|_{\infty}}{\left\|\operatorname{diag}^{\ddagger}(\mathbf{a})(\mathbf{x}-\mathbf{a})\right\|_{\infty}} .
\end{aligned}
$$

Denote $D_{\mathbf{a}}=\operatorname{diag}(\mathbf{a}), D_{\mathbf{a}}^{\ddagger}=\operatorname{diag}^{\ddagger}(\mathbf{a})$ and $D_{F \mathbf{a}}^{\ddagger}=\operatorname{diag}^{\ddagger}(F(\mathbf{a}))$. Since $\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon)$, we know that $\Omega(\mathbf{a}) \subseteq \Omega(\mathbf{x})$ and $\mathbf{x}=D_{\mathbf{a}} D_{\mathbf{a}}^{\ddagger} \mathbf{x}$. Let $\mathbf{y}=D_{\mathbf{a}}^{\ddagger} \mathbf{x}$ and $\mathbf{b}=D_{\mathbf{a}}^{\ddagger} \mathbf{a}$. Then $\mathbf{x}=D_{\mathrm{a}} \mathbf{y}, \mathbf{a}=D_{\mathbf{a}} \mathbf{b}$, and $\mathbf{x} \neq \mathbf{a}$ if and only if $\mathbf{y} \neq \mathbf{b}$. By the Chain Rule of the Fréchet derivative, we have

$$
\begin{aligned}
c(F, \mathbf{a}) & =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \neq \mathbf{a} \\
\mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon)}} \frac{\left\|D_{F \mathbf{a}}^{\ddagger} F(\mathbf{x})-D_{F \mathbf{a}}^{\ddagger} F(\mathbf{a})\right\|_{\infty}}{\left\|D_{\mathbf{a}}^{\ddagger} \mathbf{x}-D_{\mathbf{a}}^{\ddagger} \mathbf{a}\right\|_{\infty}} \\
& =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{y} \neq \mathbf{b} \\
\mathbf{y} B^{\circ}(\mathbf{b}, \varepsilon)}} \frac{\left\|D_{F \mathbf{a}}^{\ddagger} F\left(D_{\mathbf{a}} \mathbf{y}\right)-D_{F \mathbf{a}}^{\ddagger} F\left(D_{\mathbf{a}} \mathbf{b}\right)\right\|_{\infty}}{\|\mathbf{y}-\mathbf{b}\|_{\infty}} \\
& =\left\|D_{F \mathbf{a}}^{\ddagger} F^{\prime}\left(D_{\mathbf{a}} \mathbf{b}\right) D_{\mathbf{a}}\right\|_{\infty}=\left\|D_{F \mathbf{a}}^{\ddagger} F^{\prime}(\mathbf{a}) D_{\mathbf{a}}\right\|_{\infty} .
\end{aligned}
$$

Hence, by considering the proof of Lemma 2 in [10] and (2.2), we obtain

$$
\left\|D_{F \mathbf{a}}^{\ddagger} F^{\prime}(\mathbf{a}) D_{\mathbf{a}}\right\|_{\infty}=\left\|\frac{\left|F^{\prime}(\mathbf{a}) \| \mathbf{a}\right|}{|F(\mathbf{a})|}\right\|_{\infty}
$$

which proves (2.6). ㅁ
Remark 2.4. It is obvious that (2.6) is a generalization of

$$
c(x)=\frac{\left|f^{\prime}(x)\right||x|}{|f(x)|}
$$

which is the relative condition number for computing the scalar real function $y=$ $f(x) \in \mathbb{R}$ (see [13]). And if $f(x)=0$, we then usually consider the absolute condition number $\left|f^{\prime}(x)\right|$ as its sensitivity for computing $f(x)$. From (2.6), we see that if $F(\mathbf{a})=\mathbf{0}$, then $c(F, \mathbf{a})=\left\|\mid F^{\prime}(\mathbf{a})\right\| \mathbf{a} \|_{\infty}$, which measures the absolute error in the output for a given relative perturbation in the input. But if we define $c(F, \mathbf{a})=\left\|\operatorname{diag}^{\dagger}(F(\mathbf{a})) F^{\prime}(\mathbf{a}) \operatorname{diag}(\mathbf{a})\right\|_{\infty}$, where $\operatorname{diag}^{\dagger}(F(\mathbf{a}))$ denotes the MoorePenrose inverse of $\operatorname{diag}(F(\mathbf{a}))$, then it will be less informative when $F(\mathbf{a})$ has zero components.
3. Perturbation analysis for the CGPD. For the CGPD of $A=W S$, we define two mappings as follows:

$$
\begin{aligned}
\varphi_{S} & : \operatorname{vec}(A) \\
\varphi_{W} & \mapsto \operatorname{vec}(A)
\end{aligned}>\operatorname{vec}(S), ~ \operatorname{vec}(W) .
$$

It is noted that $S$ and $W$ are unique, hence $\varphi_{S}$ and $\varphi_{W}$ are well-defined.
3.1. Perturbation bounds for the factor $S$ and $W$. Let $\widetilde{A}=A+\Delta A \in$ $\mathbb{R}^{m \times n}$ be a perturbed matrix of $A$. Suppose $A=W S$ and

$$
\begin{equation*}
A+\Delta A=(W+\Delta W)(S+\Delta S) \tag{3.1}
\end{equation*}
$$

are the CGPDs of $A$ and $\widetilde{A}$, respectively. Since $A^{\star M, N} A=S^{2}$ (see [16, Lemma 3.7]), we have

$$
\begin{equation*}
N^{-1}(A+\Delta A)^{T} M(A+\Delta A)=(S+\Delta S)(S+\Delta S) \tag{3.2}
\end{equation*}
$$

Omitting the second-order terms, (3.2) can be turned into

$$
\begin{equation*}
N^{-1} A^{T} M \Delta A+N^{-1} \Delta A^{T} M A \approx S \Delta S+\Delta S S \tag{3.3}
\end{equation*}
$$

Using the vec operation, we have

$$
\begin{align*}
& {\left[\left(I_{n} \otimes N^{-1} A^{T} M\right)+\left(A^{T} M^{T} \otimes N^{-1}\right) \Pi\right] \operatorname{vec}(\Delta A) } \\
\approx & \left(I_{n} \otimes S+S^{T} \otimes I_{n}\right) \operatorname{vec}(\Delta S), \tag{3.4}
\end{align*}
$$

where

$$
\begin{equation*}
\Pi=\sum_{i=1}^{m} \sum_{j=1}^{n} E_{i j} \otimes E_{i j}^{T} \in \mathbb{R}^{m n \times m n} \tag{3.5}
\end{equation*}
$$

is a permutation matrix and each $E_{i j} \in \mathbb{R}^{m \times n}$ has " 1 " in the $(i, j)$ th entry and all other entries are zero.

Since all the eigenvalues of $S$ lie in the open right half-plane, we know that $0 \notin \lambda\left(I_{n} \otimes S+S^{T} \otimes I_{n}\right)$. Then $I_{n} \otimes S+S^{T} \otimes I_{n}$ is nonsingular. Hence, it follows from (3.4) that

$$
\begin{equation*}
\operatorname{vec}(\Delta S) \approx K_{S}^{-1} K_{A M N} \operatorname{vec}(\Delta A) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{S}=I_{n} \otimes S+S^{T} \otimes I_{n} \\
& K_{A M N}=\left(I_{n} \otimes N^{-1} A^{T} M\right)+\left(A^{T} M^{T} \otimes N^{-1}\right) \Pi \tag{3.7}
\end{align*}
$$

Omitting the second-order term of (3.1) gives

$$
\begin{equation*}
\Delta A \approx W \Delta S+\Delta W S \tag{3.8}
\end{equation*}
$$

Since $S$ is nonsingular, (3.8) can be changed into

$$
\begin{equation*}
\Delta W \approx \Delta A S^{-1}-W \Delta S S^{-1} \tag{3.9}
\end{equation*}
$$

Taking the vec operation in both sides of (3.9) yields

$$
\begin{equation*}
\operatorname{vec}(\Delta W) \approx\left(S^{-T} \otimes I_{m}\right) \operatorname{vec}(\Delta A)-\left(S^{-T} \otimes W\right) \operatorname{vec}(\Delta S) \tag{3.10}
\end{equation*}
$$

Substituting (3.6) into (3.10), we obtain

$$
\begin{equation*}
\operatorname{vec}(\Delta W) \approx\left[\left(S^{-T} \otimes I_{m}\right)-\left(S^{-T} \otimes W\right) K_{S}^{-1} K_{A M N}\right] \operatorname{vec}(\Delta A) \tag{3.11}
\end{equation*}
$$

From the definitions of $\varphi_{S}, \varphi_{W}$ and the Fréchet derivative, and combining (3.6) and (3.11), we can easily obtain the following theorem.

Theorem 3.1. Let the nonsingular matrices $M \in \mathbb{R}^{m \times m}$ and $N \in \mathbb{R}^{n \times n}$ form an orthosymmetric pair. Suppose that $A^{\star M, N}$ A has no nonpositive real eigenvalues, then $A=W S$ is a unique $C G P D$ of $A \in \mathbb{R}^{m \times n}$ with $S$ being nonsingular. Furthermore, the Fréchet derivatives of $\varphi_{S}$ and $\varphi_{W}$ at $\mathbf{a}=\operatorname{vec}(A)$ are given respectively by

$$
\begin{equation*}
\varphi_{S}^{\prime}(\mathbf{a})=K_{S}^{-1} K_{A M N} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{W}^{\prime}(\mathbf{a})=\left(S^{-T} \otimes I_{m}\right)-\left(S^{-T} \otimes W\right) K_{S}^{-1} K_{A M N} \tag{3.13}
\end{equation*}
$$

where $K_{S}$ and $K_{A M N}$ are defined by (3.7).
Taking the Euclidean norm and the absolute value on (3.6) and (3.11) respectively, we can easily get the normwise and componentwise perturbation bounds for the factors $S$ and $W$.

Theorem 3.2. With the same assumptions as in Theorem 3.1, suppose that $(A+\Delta A)^{\star M, N}(A+\Delta A)$ has no nonpositive real eigenvalues. We have

$$
\begin{align*}
\|\Delta S\|_{F} & \lesssim\left\|K_{S}^{-1} K_{A M N}\right\|_{2}\|\Delta A\|_{F},  \tag{3.14}\\
\|\Delta W\|_{F} & \lesssim\left\|\left(S^{-T} \otimes I_{m}\right)-\left(S^{-T} \otimes W\right) K_{S}^{-1} K_{A M N}\right\|_{2}\|\Delta A\|_{F}, \tag{3.15}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{vec}(|\Delta S|) & \lesssim\left|K_{S}^{-1} K_{A M N}\right| \operatorname{vec}(|\Delta A|)  \tag{3.16}\\
\operatorname{vec}(|\Delta W|) & \lesssim\left|\left(S^{-T} \otimes I_{m}\right)-\left(S^{-T} \otimes W\right) K_{S}^{-1} K_{A M N}\right| \operatorname{vec}(|\Delta A|) \tag{3.17}
\end{align*}
$$

where $K_{S}$ and $K_{A M N}$ are defined by (3.7).
3.2. Condition numbers for the factor $\mathbf{S}$. By Lemma 2.3 and Theorem 3.1 we get the expressions of the condition numbers for the factor $S$.

Theorem 3.3. With the same assumptions as in Theorem 3.1, we have

$$
\begin{align*}
\kappa_{S}(A) & =\frac{\left\|K_{S}^{-1} K_{A M N}\right\|_{2}\|A\|_{F}}{\|S\|_{F}}  \tag{3.18}\\
m_{S}(A) & =\frac{\left\|\left|K_{S}^{-1} K_{A M N}\right| \operatorname{vec}(|A|)\right\|_{\infty}}{\|\operatorname{vec}(S)\|_{\infty}}  \tag{3.19}\\
c_{S}(A) & =\left\|\frac{\left|K_{S}^{-1} K_{A M N}\right| \operatorname{vec}(|A|)}{\operatorname{vec}(|S|)}\right\|_{\infty} \tag{3.20}
\end{align*}
$$

where $K_{S}$ and $K_{A M N}$ are defined by (3.7).
In Theorem 3.3 we see that the expressions of these three condition numbers contain many Kronecker products and the vec-permutation matrix $\Pi$, which require large computer storage and high computational complexity when the size of the given matrix is large. It may be expensive to compute them. For reducing the computer storage and the computational complexity, we give some upper bounds for these three condition numbers.

Corollary 3.4. With the same assumptions as in Theorem 3.1, we have

$$
\begin{align*}
\kappa_{S}(A) & \leq \frac{\left\|K_{S}^{-1}\right\|_{2}\|A\|_{F}\left(\left\|N^{-1} A^{T} M\right\|_{2}+\|M A\|_{2}\left\|N^{-1}\right\|_{2}\right)}{\|S\|_{F}},  \tag{3.21}\\
m_{S}(A) & \leq \frac{\left\|K_{S}^{-1}\right\|_{\infty}\left\|2 \left|N ^ { - 1 } \left\|A | ^ { T } \left|M\|A \mid\|_{\max }\right.\right.\right.\right.}{\|S\|_{\max }},  \tag{3.22}\\
c_{S}(A) & \leq\left\|\operatorname{diag}^{\ddagger}(\operatorname{vec}(S)) K_{S}^{-1}\right\|_{\infty}\left\|2 \left|N ^ { - 1 } \left\|A | ^ { T } \left|M\|A \mid\|_{\max }\right.\right.\right.\right. \tag{3.23}
\end{align*}
$$

where $K_{S}$ is defined by (3.7).

Proof. By (2.1), we have

$$
\begin{aligned}
\left\|K_{S}^{-1} K_{A M N}\right\|_{2} & \leq\left\|K_{S}^{-1}\right\|_{2}\left\|\left(I_{n} \otimes N^{-1} A^{T} M\right)+\left(A^{T} M^{T} \otimes N^{-1}\right) \Pi\right\|_{2} \\
& \leq\left\|K_{S}^{-1}\right\|_{2}\left(\left\|I_{n} \otimes N^{-1} A^{T} M\right\|_{2}+\left\|A^{T} M^{T} \otimes N^{-1}\right\|_{2}\right) \\
& =\left\|K_{S}^{-1}\right\|_{2}\left(\left\|N^{-1} A^{T} M\right\|_{2}+\|M A\|_{2}\left\|N^{-1}\right\|_{2}\right),
\end{aligned}
$$

which, combining (3.18), leads to (3.21). As for (3.22), it can be obtained from (3.19) and

$$
\begin{align*}
& \left\|\left|K_{A M N}\right| \operatorname{vec}(|A|)\right\|_{\infty} \\
= & \left\|\left|\left(I_{n} \otimes N^{-1} A^{T} M\right)+\left(A^{T} M^{T} \otimes N^{-1}\right) \Pi\right| \operatorname{vec}(|A|)\right\|_{\infty} \\
\leq & \left\|\left(I_{n} \otimes\left|N^{-1}\right||A|^{T}|M|\right) \operatorname{vec}(|A|)+\left(|A|^{T}|M|^{T} \otimes\left|N^{-1}\right|\right) \operatorname{vec}\left(|A|^{T}\right)\right\|_{\infty} \\
= & \left\|\operatorname{vec}\left(\left|N^{-1}\right||A|^{T}|M||A|\right)+\operatorname{vec}\left(\left|N^{-1}\right||A|^{T}|M||A|\right)\right\|_{\infty} \\
= & \left\|2 | N ^ { - 1 } | | A | ^ { T } \left|M\|A \mid\|_{\max } .\right.\right. \tag{3.24}
\end{align*}
$$

Also, according to (2.2) and (3.24), we have

$$
\begin{aligned}
c_{S}(A) & =\left\|\operatorname{diag}^{\ddagger}(\operatorname{vec}(|S|))\left|K_{S}^{-1} K_{A M N}\right| \operatorname{vec}(|A|)\right\|_{\infty} \\
& \leq\left\|\operatorname{diag}^{\ddagger}(\operatorname{vec}(S)) K_{S}^{-1}\right\|_{\infty}\left\|\left|K_{A M N}\right| \operatorname{vec}(|A|)\right\|_{\infty} \\
& \leq\left\|\operatorname{diag}^{\ddagger}(\operatorname{vec}(S)) K_{S}^{-1}\right\|_{\infty}\left\|2 \left|N ^ { - 1 } \left\|A | ^ { T } \left|M\|A \mid\|_{\max }\right.\right.\right.\right.
\end{aligned}
$$

which implies that (3.23) holds.
3.3. Condition numbers for the factor W. By Lemma 2.3 and Theorem 3.1. we get the expressions of the condition numbers for the factor W .

Theorem 3.5. With the same assumptions as in Theorem 3.1, we have

$$
\begin{align*}
\kappa_{W}(A) & =\frac{\left\|\left(S^{-T} \otimes I_{m}\right)-K_{S W} K_{A M N}\right\|_{2}\|A\|_{F}}{\|W\|_{F}}  \tag{3.25}\\
m_{W}(A) & =\frac{\left\|\left|\left(S^{-T} \otimes I_{m}\right)-K_{S W} K_{A M N}\right| \operatorname{vec}(|A|)\right\|_{\infty}}{\|\operatorname{vec}(W)\|_{\infty}},  \tag{3.26}\\
c_{W}(A) & =\left\|\frac{\|\left(S^{-T} \otimes I_{m}\right)-K_{S W} K_{A M N} \mid \operatorname{vec}(|A|)}{\operatorname{vec}(|W|)}\right\|_{\infty}, \tag{3.27}
\end{align*}
$$

where

$$
\begin{equation*}
K_{S W}=\left(S^{-T} \otimes W\right) K_{S}^{-1} \tag{3.28}
\end{equation*}
$$

and $K_{S}$ and $K_{A M N}$ are defined by (3.7).

The following corollary gives computable upper bounds for these three condition numbers.

Corollary 3.6. With the same assumptions as in Theorem 3.1, we have

$$
\begin{equation*}
\kappa_{W}(A) \leq \frac{\left\|S^{-1}\right\|_{2}\|A\|_{F}\left[1+\|W\|_{2}\left\|K_{S}^{-1}\right\|_{2}\left(\left\|N^{-1} A^{T} M\right\|_{2}+\|M A\|_{2}\left\|N^{-1}\right\|_{2}\right)\right]}{\|W\|_{F}}, \tag{3.29}
\end{equation*}
$$

$$
\begin{equation*}
m_{W}(A) \leq \frac{\left\||A|\left|S^{-1}\right|\right\|_{\max }+\left\|K_{S W}\right\|_{\infty}\left\|2 \left|N ^ { - 1 } \left\|A | ^ { T } \left|M\|A \mid\|_{\max }\right.\right.\right.\right.}{\|W\|_{\max }} \tag{3.30}
\end{equation*}
$$

$$
\begin{equation*}
c_{W}(A) \leq\left\|\frac{|A|\left|S^{-1}\right|}{|W|}\right\|_{\max }+\left\|\operatorname{diag}^{\ddagger}(\operatorname{vec}(W)) K_{S W}\right\|_{\infty}\left\|2 \left|N ^ { - 1 } \left\|A | ^ { T } \left|M\|A \mid\|_{\max }\right.\right.\right.\right. \tag{3.31}
\end{equation*}
$$

where $K_{S}$ and $K_{S W}$ are defined by (3.7) and (3.28), respectively.
The proof of this corollary is similar to the one of Corollary 3.4.
REMARK 3.7. Let $\sigma_{1} \geq \cdots \geq \sigma_{n-1} \geq \sigma_{n}$ be $n$ nonzero singular values of $A \in \mathbb{R}^{m \times n}$ with full column rank, and $\kappa(A)=\sigma_{1} / \sigma_{n}$ be the generalized condition number of $A$. In [7], the authors gave the absolute normwise condition numbers for the polar decomposition (a special CGPD where $M=I_{m}$ and $N=I_{n}$ ) of a full column rank real matrix $A$. Their results are showed in Table 1.

Table 1. Absolute normwise condition numbers.

| Factor W | $m=n$ | $2 /\left(\sigma_{n}+\sigma_{n-1}\right)$ |
| :---: | :---: | :---: |
|  | $m>n$ | $1 / \sigma_{n}$ |
| Factor S | $m \geq n$ | $\sqrt{2} \frac{\left(1+\kappa(A)^{2}\right)^{1 / 2}}{1+\kappa(A)}$ |

While the ones we give in (3.18) and (3.25) are the relative normwise condition numbers, we change them into the absolute ones as follows:

$$
\begin{align*}
& \kappa_{S}^{a b s}(A)=\left\|K_{S}^{-1} K_{A M N}\right\|_{2}  \tag{3.32}\\
& \kappa_{W}^{a b s}(A)=\left\|\left(S^{-T} \otimes I_{m}\right)-K_{S W} K_{A M N}\right\|_{2} \tag{3.33}
\end{align*}
$$

where $K_{S}, K_{A M N}$ and $K_{S W}$ are defined by (3.7) and (3.28), respectively. We can see that the explicit expressions of normwise condition numbers in Table 1 are obviously different from (3.32) and (3.33) (where $M=I_{m}$ and $N=I_{n}$ ). Actually, no matter
by the implicit definition of the absolute normwise condition number or numerical computation, we can find that their values are the same as (3.32) and (3.33). For example, for the factor $W$, the implicit definition of its absolute normwise condition number, given in (7), is

$$
\kappa(A, W)=\lim _{\varepsilon \rightarrow 0} \sup _{\|\Delta A\|_{F} \leq \varepsilon} \frac{\|\Delta W\|_{F}}{\|\Delta A\|_{F}} .
$$

It is obvious that

$$
\kappa(A, W)=\lim _{\varepsilon \rightarrow 0} \sup _{\|\operatorname{vec}(\Delta A)\|_{2} \leq \varepsilon} \frac{\|\operatorname{vec}(\Delta W)\|_{2}}{\|\operatorname{vec}(\Delta A)\|_{2}}=\kappa_{W}^{a b s}(A)
$$

4. Numerical examples. In this section, we consider the following examples to demonstrate our theoretical results.

Example 4.1. We use the example given in [21, Remark 5] to show that sometimes the mixed and componentwise condition numbers may be more accurate than the normwise one. Let $M=I_{3}, N=I_{2}$ and

$$
A=\left[\begin{array}{cc}
1 & 0 \\
0 & 0.000008 \\
0 & 0
\end{array}\right]
$$

Then the CGPD (also the polar decomposition) of $A$ is as follows:

$$
W=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right], \quad S=\left[\begin{array}{cc}
1 & 0 \\
0 & 0.000008
\end{array}\right]
$$

and the values of their condition numbers are showed in Table 2.
Table 2. Values of three condition numbers.

| $\kappa_{W}(A)$ | $m_{W}(A)$ | $c_{W}(A)$ | $\kappa_{S}(A)$ | $m_{S}(A)$ | $c_{S}(A)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $8.8388 e+004$ | 0 | 0 | 1.4142 | 1 | 1 |

From Table 2, we see that the normwise condition number of $W$ is large, while the mixed and componentwise ones of $W$ are both zero. Now let $A$ suffer from a small perturbation (the zero entries are not perturbed), and we obtain

$$
\widetilde{A}=\left[\begin{array}{cc}
1.000002 & 0 \\
0 & 0.000007 \\
0 & 0
\end{array}\right]
$$

The CGPD of $\widetilde{A}$ is as follows:

$$
\widetilde{W}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right], \quad \widetilde{S}=\left[\begin{array}{cc}
1.000002 & 0 \\
0 & 0.000007
\end{array}\right]
$$

Next let $A$ suffer from another small perturbation (some zero entries are perturbed), and we obtain

$$
\widehat{A}=\left[\begin{array}{cc}
1 & 0 \\
0 & 0.000008 \\
0 & 0.000006
\end{array}\right]
$$

The CGPD of $\widehat{A}$ is as follows:

$$
\widehat{W}=\left[\begin{array}{cc}
1 & 0 \\
0 & 0.8 \\
0 & 0.6
\end{array}\right], \quad \widehat{S}=\left[\begin{array}{cc}
1 & 0 \\
0 & 0.00001
\end{array}\right]
$$

The former perturbation example confirms that the mixed and componentwise condition numbers of $W$ are zero, and the later one verifies that the normwise condition number of $W$ is large. Actually, from Remark 2.2, we see that if the zero entries of input data are not perturbed, then the mixed and componentwise condition numbers would be more accurate than the normwise one.


FIG. 4.1. Condition numbers and their upper bounds.

Example 4.2. Assume $M \in \mathbb{R}^{18 \times 18}$ and $N \in \mathbb{R}^{12 \times 12}$, which are given by MATLAB function $\operatorname{randn}$ ( 20 runs), both are nonsingular symmetric matrices. It is
obvious that $M$ and $N$ form an orthosymmetric pair. Suppose $A \in \mathbb{R}^{18 \times 12}$ is given by function randn (20 runs) such that $A^{\star M, N} A$ has no nonpositive real eigenvalues. Denote the upper bounds for condition numbers $\kappa_{W}(A), m_{W}(A), c_{W}(A), \kappa_{S}(A)$, $m_{S}(A)$ and $c_{S}(A)$ by $\kappa_{W}^{\text {upper }}, m_{W}^{\text {upper }}, c_{W}^{\text {upper }}, \kappa_{S}^{\text {upper }}, m_{S}^{\text {upper }}$ and $c_{S}^{\text {upper }}$, respectively. Figure 4.1 shows the condition numbers and their upper bounds. Unfortunately, these upper bounds seem to be not sharp enough.
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