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#### Abstract

The spectrum of the Laplacian, signless Laplacian and adjacency matrices of the family of the weighted graphs $\mathcal{R}\{\mathcal{H}\}$, obtained from a connected weighted graph $\mathcal{R}$ on $r$ vertices and $r$ copies of a modified Bethe tree $\mathcal{H}$ by identifying the root of the $i$-th copy of $\mathcal{H}$ with the $i$-th vertex of $\mathcal{R}$, is determined.
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1. Introduction. Let $\mathcal{G}=(V(\mathcal{G}), E(\mathcal{G}))$ be a simple undirected graph with vertex set $V(\mathcal{G})=\{1, \ldots, n\}$ and edge set $E(\mathcal{G})$. We assume that each edge $e \in E(\mathcal{G})$ has a positive weight $w(e)$. The adjacency matrix $A(\mathcal{G})=\left(a_{i, j}\right)$ of $\mathcal{G}$ is the $n \times n$ matrix in which $a_{i, j}=w(e)$ if there is an edge $e$ joining $i$ and $j$ and $a_{i, j}=0$ otherwise. Let $D(\mathcal{G})$ be the diagonal matrix in which the diagonal entry $d_{i, i}=\sum_{e} w(e)$ where the sum is over all the edges $e$ incident to the vertex $i$. The Laplacian matrix and the signless Laplacian matrix of $\mathcal{G}$ are $L(\mathcal{G})=D(\mathcal{G})-A(\mathcal{G})$ and $Q(\mathcal{G})=D(\mathcal{G})+A(\mathcal{G})$, respectively. The matrices $L(\mathcal{G}), Q(\mathcal{G})$ and $A(\mathcal{G})$ are real and symmetric. From Geršgorin's theorem, it follows that the eigenvalues of $L(\mathcal{G})$ and $Q(\mathcal{G})$ are nonnegative real numbers. Since the rows of $L(\mathcal{G})$ sum to $0,(0, \mathbf{e})$ is an eigenpair for $L(\mathcal{G})$, where $\mathbf{e}$ is the all ones vector. Fiedler [9] proved that $\mathcal{G}$ is a connected graph if and only
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if the second smallest eigenvalue of $L(\mathcal{G})$ is positive. This eigenvalue is called the algebraic connectivity of $\mathcal{G}$. The signless Laplacian matrix has recently attracted the attention of several researchers and some papers on this matrix are [2, 4, ,5, 6, 7, In this paper, $M(\mathcal{G})$ is one of the matrices $L(\mathcal{G}), Q(\mathcal{G})$ or $A(\mathcal{G})$. If $w(e)=1$ for all $e \in E(\mathcal{G})$ then $\mathcal{G}$ is an unweighted graph.

Let $\mathcal{R}$ be a connected weighted graph on $r$ vertices. Let $v_{1}, v_{2}, \ldots, v_{r}$ be the vertices of $\mathcal{R}$. As usual, $v_{i} \sim v_{j}$ means that $v_{i}$ and $v_{j}$ are adjacent. Let $\varepsilon_{i, j}=\varepsilon_{j, i}$ be the weight of the edge $v_{i} v_{j}$ if $v_{i} \sim v_{j}$, and let $\varepsilon_{i, j}=\varepsilon_{j, i}=0$ otherwise. Moreover, for $i=1,2, \ldots, r$, let $\varepsilon_{i}=\sum_{v_{j} \sim v_{i}} \varepsilon_{i, j}$. Let $\mathcal{R}\{\mathcal{H}\}$ be the graph obtained from $\mathcal{R}$ and $r$ copies of a rooted weighted graph $\mathcal{H}$ by identifying the root of $i$-copy of $\mathcal{H}$ with $v_{i}$.

Example 1.1. If $\mathcal{R}$ is the graph depicted in Figure 1.1 and $\mathcal{H}$ is the graph


Fig. 1.1. The cycle $C_{4}$.
depicted in Figure 1.2 then $\mathcal{R}\{\mathcal{H}\}$ is the graph depicted in Figure 1.3


Fig. 1.2. A modified Bethe tree, $\mathcal{H}$, with four levels.

We recall that for a rooted graph the level of a vertex is one more than its distance from the root vertex. Let $\mathcal{B}$ be a weighted generalized Bethe tree of $k>1$ levels, that is, $\mathcal{B}$ is a rooted tree in which vertices at the same level have the same degree and edges connecting vertices at consecutive levels have the same weight. Consider a nonempty subset $\Delta \subseteq\{1,2, \ldots, k-1\}$ and a family of graphs $F=\left\{\mathcal{G}_{j}: j \in \Delta\right\}$. For $j \in \Delta$, we assume that the edges of $\mathcal{G}_{j}$ have weight $u_{j}$. Let $\mathcal{B}(F)$ be the graph obtained from $\mathcal{B}$ and the graphs in $F$ identifying each set of children of $\mathcal{B}$ at level $k-j+1$ with the vertices of $\mathcal{G}_{j}$.


Fig. 1.3. The graph $\mathcal{R}\{\mathcal{H}\}$.

Example 1.2. Let $\mathcal{B}(F)$ be the graph depicted in Figure 1.2. In this graph, $\mathcal{B}$ is a generalized Bethe tree of $k=4$ levels, $\Delta=\{1,3\}, F=\left\{\mathcal{G}_{1}, \mathcal{G}_{3}\right\}$, where $\mathcal{G}_{1}$ is a star of 4 vertices and $\mathcal{G}_{3}$ is a path of 2 vertices.

In this paper, we derive a general result on the spectrum of $M(\mathcal{R}\{\mathcal{H}\})$. Using this result, we characterize the eigenvalues of the Laplacian matrix, including their multiplicities, of the graph $\mathcal{R}\{\mathcal{B}(F)\}$; and also of the signless Laplacian and adjacency matrices whenever the subgraphs in $F$ are regular. They are the eigenvalues of symmetric tridiagonal matrices of order $j, 1 \leq j \leq k$. In particular, the Randić eigenvalues are characterized.

Denote by $\sigma(C)$ the multiset of eigenvalues of a square matrix $C$.
2. A result on the spectrum of $M(\mathcal{R}\{\mathcal{H}\})$. Let $E$ be the matrix of order $n \times n$ with 1 in the $(n, n)$-entry and zeros elsewhere. For $i=1,2, \ldots, r$, let $d\left(v_{i}\right)$ be the degree of $v_{i}$ as a vertex of $\mathcal{R}$ and let $n$ be the order of $\mathcal{H}$. Then $\mathcal{R}\{\mathcal{H}\}$ has $r n$ vertices. We label the vertices of $\mathcal{R}\{\mathcal{H}\}$ as follows: for $i=1,2, \ldots, r$, using the labels $(i-1) n+1,(i-1) n+2, \ldots, i n$, we label the vertices of the $i-t h$ copy of $\mathcal{H}$ from the bottom to the vertex $v_{i}$ and, at each level, from the left to the right. With this labeling, $M(\mathcal{R}\{\mathcal{H}\})$ is equal to

$$
\left[\begin{array}{ccccc}
M(\mathcal{H})+a \varepsilon_{1} E & s \varepsilon_{1,2} E & \cdots & \cdots & s \varepsilon_{1, r} E  \tag{2.1}\\
s \varepsilon_{1,2} E & \ddots & \ddots & & s \varepsilon_{2, r} E \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & M(\mathcal{H})+a \varepsilon_{i, r-1} E & s \varepsilon_{r-1, r} E \\
s \varepsilon_{1, r} E & s \varepsilon_{2, r} E & \cdots & s \varepsilon_{r-1, r} E & M(\mathcal{H})+a \varepsilon_{r} E
\end{array}\right]
$$

where
(2.2) $\quad s=\left\{\begin{array}{cl}-1 & \text { if } M \text { is the Laplacian matrix, } \\ 1 & \text { if } M \text { is the signless Laplacian or adjacency matrix }\end{array}\right.$
and

$$
a= \begin{cases}0 & \text { if } M \text { is the adjacency matrix, }  \tag{2.3}\\ 1 & \text { if } M \text { is the Laplacian or signless Laplacian matrix. }\end{cases}
$$

In this paper, the identity matrix of appropriate order is denoted by $I$ and $I_{m}$ denotes the identity matrix of order $m$. Furthermore, $|A|$ denotes the determinant of the matrix $A$ and $A^{T}$ is the transpose of $A$.

We recall that the Kronecker product [12] of two matrices $A=\left(a_{i, j}\right)$ and $B=$ $\left(b_{i, j}\right)$ of sizes $m \times m$ and $n \times n$, respectively, is defined as the $(m n) \times(m n)$ matrix $A \otimes B=\left(a_{i, j} B\right)$. Then, in particular, $I_{n} \otimes I_{m}=I_{n m}$. Some basic properties of the Kronecker product are $(A \otimes B)^{T}=A^{T} \otimes B^{T}$ and $(A \otimes B)(C \otimes D)=A C \otimes B D$ for matrices of appropriate sizes. Moreover, if $A$ and $B$ are invertible matrices then $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$.

Theorem 2.1. Let $\rho_{1}(\mathcal{R}), \rho_{2}(\mathcal{R}), \ldots, \rho_{r}(\mathcal{R})$ be the eigenvalues of $M(\mathcal{R})$. Then

$$
\begin{equation*}
\sigma(M(\mathcal{R}\{\mathcal{H}\}))=\cup_{s=1}^{r} \sigma\left(M(\mathcal{H})+\rho_{s}(\mathcal{R}) E\right) . \tag{2.4}
\end{equation*}
$$

Proof. From (2.1), it follows

$$
M(\mathcal{R}\{\mathcal{H}\})=I_{r} \otimes M(\mathcal{H})+M(\mathcal{R}) \otimes E
$$

Let

$$
V=\left[\begin{array}{lllll}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{r-1} & \mathbf{v}_{r}
\end{array}\right]
$$

be an orthogonal matrix whose columns $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{r}$ are eigenvectors corresponding to the eigenvalues $\rho_{1}(\mathcal{R}), \rho_{2}(\mathcal{R}), \ldots, \rho_{r}(\mathcal{R})$, respectively. Then

$$
\begin{aligned}
\left(V \otimes I_{n}\right) M(\mathcal{R}\{\mathcal{H}\})\left(V^{T} \otimes I_{n}\right) & =\left(V \otimes I_{n}\right)\left(I_{r} \otimes M(\mathcal{H})+M(\mathcal{R}) \otimes E\right)\left(V^{T} \otimes I_{n}\right) \\
& =I_{r} \otimes M(\mathcal{H})+\left(V M(\mathcal{R}) V^{T}\right) \otimes E
\end{aligned}
$$

We have

$$
\left(V M(\mathcal{R}) V^{T}\right) \otimes E=\left[\begin{array}{lllll}
\rho_{1}(\mathcal{R}) & & & & \\
& \rho_{2}(\mathcal{R}) & & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & \rho_{r}(\mathcal{R})
\end{array}\right] \otimes E
$$

$$
=\left[\begin{array}{lllll}
\rho_{1}(\mathcal{R}) E & & & & \\
& \rho_{2}(\mathcal{R}) E & & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & \rho_{r}(\mathcal{R}) E
\end{array}\right]
$$

Therefore,

$$
\begin{aligned}
& \left(V \otimes I_{n}\right) M(\mathcal{R}\{\mathcal{H}\})\left(V^{T} \otimes I_{n}\right) \\
= & {\left[\begin{array}{lllll}
M(\mathcal{H})+\rho_{1}(\mathcal{R}) E & & & & \\
& M(\mathcal{H})+\rho_{2}(\mathcal{R}) E & & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & M(\mathcal{H})+\rho_{r}(\mathcal{R}) E
\end{array}\right] . }
\end{aligned}
$$

Since $M(\mathcal{R}\{\mathcal{H}\})$ and $\left(V \otimes I_{n}\right) M(\mathcal{R}\{\mathcal{H}\})\left(V^{T} \otimes I_{n}\right)$ are similar matrices, we conclude (2.4).
3. Application to a modified generalized Bethe tree with subgraphs at some levels. Let $\mathcal{B}$ be a weighted generalized Bethe tree of $k$ levels $(k>1)$. For $1 \leq j \leq k, n_{j}$ and $d_{j}$ are the number and the degree of the vertices of $\mathcal{B}$ at the level $k-j+1$, respectively. Thus, $d_{k}$ is the degree of the root vertex (assumed greater than 1 ), $n_{k}=1, d_{1}=1$ and $n_{1}$ is the number of pendant vertices. For $1 \leq j \leq k-1$, let $w_{j}$ be the weight of the edges connecting the vertices of $\mathcal{B}$ at the level $k-j+1$ with the vertices at the level $k-j$. We consider

$$
\delta_{j}= \begin{cases}w_{j} & \text { if } j=1 \\ \left(d_{j}-1\right) w_{j-1}+w_{j} & \text { if } 2 \leq j \leq k-1 \\ d_{k} w_{k-1} & \text { if } j=k\end{cases}
$$

We observe that $\delta_{j}$ is the sum of the weights of the edges of $\mathcal{B}$ incident with a vertex at the level $k-j+1$ and if $w_{1}=w_{2}=\cdots=w_{k-1}=1$ then $\delta_{j}=d_{j}$ for $j=1,2, \ldots, k$. Let $m_{j}=\frac{n_{j}}{n_{j+1}}$ for $j=1,2, \ldots, k-1$. Then

$$
\begin{aligned}
m_{j} & =d_{j+1}-1 \quad(1 \leq j \leq k-2) \\
d_{k} & =n_{k-1}=m_{k-1}
\end{aligned}
$$

Note that $m_{j}$ is the cardinality of each set of children at the level $k-j+1$.
Let $M_{j}=M\left(\mathcal{G}_{j}\right)$. From now on, we assume that $\mu_{1}\left(M_{j}\right), \ldots, \mu_{m_{j}}\left(M_{j}\right)$ are the eigenvalues of $M_{j}$ and $\mathbf{e}_{m_{j}}$ is an eigenvector for $\mu_{m_{j}}\left(M_{j}\right)$, that is,

$$
\begin{equation*}
M_{j} \mathbf{e}_{m_{j}}=\mu_{m_{j}}\left(M_{j}\right) \mathbf{e}_{m_{j}} . \tag{3.1}
\end{equation*}
$$

We observe that (3.1) holds when $M\left(\mathcal{G}_{j}\right)=L\left(\mathcal{G}_{j}\right)$ and when $M\left(\mathcal{G}_{j}\right)=Q\left(\mathcal{G}_{j}\right)$ or $M\left(\mathcal{G}_{j}\right)=A\left(\mathcal{G}_{j}\right)$ if $\mathcal{G}_{j}$ is a regular graph.

Assuming (3.1), in [11], we characterize the eigenvalues of the matrix $M(\mathcal{B}(F))=$

$$
\left[\begin{array}{ccccc}
I_{n_{2}} \otimes S_{1} & s I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}} & & \\
s I_{n_{2}} \otimes w_{1} \mathbf{e}_{m_{1}}^{T} & \ddots & \ddots & \\
& \ddots & & \\
& & I_{n_{k-1}} \otimes S_{k-2} & s I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m}{ }_{k-2} & \\
& & s I_{n_{k-1}} \otimes w_{k-2} \mathbf{e}_{m_{k-2}} & S_{k-1} & s w_{k-1} \mathbf{e}_{m_{k-1}} \\
& & & s w_{k-1} \mathbf{e}_{m_{k-1}} & a \delta_{k}
\end{array}\right]
$$

in which, for $j=1,2, \ldots, k-1$,

$$
S_{j}=\left\{\begin{array}{cl}
a \delta_{j} I_{m_{j}}+M\left(\mathcal{G}_{j}\right) & \text { if } j \in \Delta,  \tag{3.2}\\
a \delta_{j} I_{m_{j}} & \text { if } j \notin \Delta,
\end{array}\right.
$$

with $s$ and $a$ as in (2.2) and (2.3).
The results in [11] generalize several previous contributions (see [3, 8, 10]).
Definition 3.1. For $j=1, \ldots, k$, let $X_{j}$ be the $j \times j$ leading principal submatrix of the $k \times k$ symmetric tridiagonal matrix $X_{k}=$

$$
\left[\begin{array}{cccc}
a \delta_{1}+\mu_{m_{1}}\left(M_{1}\right) & w_{1} \sqrt{m_{1}} & & \\
w_{1} \sqrt{m_{1}} & a \delta_{2}+\mu_{m_{2}}\left(M_{2}\right) & \ddots & \\
& \ddots & \ddots & w_{k-2} \sqrt{m_{k-2}} \\
& & w_{k-2} \sqrt{m_{k-2}} & a \delta_{k-1}+\mu_{m_{k-1}}\left(M_{k-1}\right) \\
& & w_{k-1} \sqrt{m_{k-1}} & a \delta_{k}
\end{array}\right]
$$

Definition 3.2. For $j=1,2, \ldots, k-1$ and $i=1, \ldots, m_{j}-1$, let $X_{j, i}=$

$$
\left[\begin{array}{cccc}
a \delta_{1}+\mu_{m_{1}}\left(M_{1}\right) & w_{1} \sqrt{m_{1}} & & \\
w_{1} \sqrt{m_{1}} & \ddots & \ddots & \\
& \ddots & \ddots & w_{j-2} \sqrt{m_{j-2}} \\
& & w_{j-2} \sqrt{m_{j-2}} & a \delta_{j-1}+\mu_{m_{j-1}}\left(M_{j-1}\right) \\
& & w_{j-1} \sqrt{m_{j-1}} & a \delta_{j}+\mu_{i}\left(M_{j}\right)
\end{array}\right]
$$

Finally, let

$$
\Omega=\left\{j: 1 \leq j \leq k-1, n_{j}>n_{j+1}\right\} .
$$

We are ready to state the main result published in [11.
Theorem 3.3. [11]

$$
\sigma(M(\mathcal{B}(\mathrm{~F})))=\sigma\left(X_{k}\right) \cup\left(\cup_{j \in \Omega-\Delta} \sigma\left(X_{j}\right)^{n_{j}-n_{j+1}}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(X_{j, i}\right)^{n_{j+1}}\right)
$$

where $\sigma\left(X_{j}\right)^{n_{j}-n_{j+1}}$ and $\sigma\left(X_{j, i}\right)^{n_{j+1}}$ mean that each eigenvalue in $\sigma\left(X_{j}\right)$ and in $\sigma\left(X_{j, i}\right)$ must be considered with multiplicity $n_{j}-n_{j+1}$ and $n_{j+1}$, respectively. Furthermore, the multiplicities of equal eigenvalues obtained in different matrices (if any), must be added.

An equivalent version of Theorem 3.3 is:
Theorem 3.4.

$$
|\lambda I-M(\mathcal{B}(\mathrm{~F}))|=D_{k}(\lambda) \prod_{j \in \Omega-\Delta}\left(D_{j}(\lambda)\right)^{n_{j}-n_{j+1}} \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(D_{j, i}(\lambda)\right)^{n_{j+1}}
$$

where, for $j=1,2, \ldots, k$ and $i=1,2, \ldots, m_{j}-1, D_{j}(\lambda)$ and $D_{j, i}(\lambda)$ are the characteristic polynomials of the matrices $X_{j}$ and $X_{j, i}$, respectively.

Let $\widetilde{A}$ be the submatrix obtained from a square matrix $A$ by deleting its last row and its last column.

Moreover, from the proofs of Lemma 2.2, Theorem 2.5 and Lemma 2.7 in [11, we obtain:

Lemma 3.5.

$$
\mid \lambda I-\widetilde{M(\mathcal{B}(\mathrm{~F})}) \mid=D_{k-1}(\lambda) \prod_{j \in \Omega-\Delta}\left(D_{j}(\lambda)\right)^{n_{j}-n_{j+1}} \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(D_{j, i}(\lambda)\right)^{n_{j+1}}
$$

Definition 3.6. For $s=1,2, \ldots, r$, let $Y(s)=$

$$
\left[\begin{array}{cccc}
a \delta_{1}+\mu_{m_{1}}\left(M_{1}\right) & w_{1} \sqrt{m_{1}} & & \\
w_{1} \sqrt{m_{1}} & a \delta_{2}+\mu_{m_{2}}\left(M_{2}\right) & \ddots & \\
& \ddots & \ddots & w_{k-2} \sqrt{m_{k-2}} \\
& & w_{k-2} \sqrt{m_{k-2}} & a \delta_{k-1}+\mu_{m_{k-1}}\left(M_{k-1}\right) \\
& & w_{k-1} \sqrt{m_{k-1}} & a \delta_{k}+\rho_{s}(\mathcal{R})
\end{array}\right]
$$

We are ready to apply Theorem 2.1 to $\mathcal{H}=\mathcal{B}(F)$.
Theorem 3.7. If $\mathcal{G}=\mathcal{R}\{\mathcal{B}(\mathrm{F})\}$, then

$$
\sigma(M(\mathcal{G}))=\left(\cup_{j \in \Omega-\Delta} \sigma\left(X_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(X_{j, i}\right)^{r n_{j+1}}\right) \cup\left(\cup_{s=1}^{r} \sigma(Y(s))\right),
$$

where $\sigma\left(X_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}$ and $\sigma\left(X_{j, i}\right)^{r n_{j+1}}$ mean that each eigenvalue in $\sigma\left(X_{j}\right)$ and in $\sigma\left(X_{j, i}\right)$ must be considered with multiplicity $r\left(n_{j}-n_{j+1}\right)$ and $r n_{j+1}$, respectively. Furthermore, the multiplicities of equal eigenvalues obtained in different matrices (if any), must be added.

Proof. For $\mathcal{H}=\mathcal{B}(F)$, from Theorem 2.1, we have

$$
\begin{equation*}
\sigma(M(\mathcal{R}\{\mathcal{B}(F)\}))=\cup_{s=1}^{r} \sigma\left(M(\mathcal{B}(F))+\rho_{s}(\mathcal{R}) E\right) \tag{3.3}
\end{equation*}
$$

Let $1 \leq s \leq r$. By linearity on the last column, we have

$$
\left|\lambda I-M(\mathcal{B}(F))-\rho_{s}(\mathcal{R}) E\right|=|\lambda I-M(\mathcal{B}(F))|-\rho_{s}(\mathcal{R})|\lambda I-\widetilde{M(\mathcal{B}(F))}|
$$

Using Theorem 3.4 and Lemma 3.5, $\left|\lambda I-M(\mathcal{B}(F))-\rho_{s}(\mathcal{R}) E\right|$ has the form

$$
\left(D_{k}(\lambda)-\rho_{s}(\mathcal{R}) D_{k-1}(\lambda)\right) \prod_{j \in \Omega-\Delta}\left(D_{j}(\lambda)\right)^{n_{j}-n_{j+1}} \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(D_{j, i}(\lambda)\right)^{n_{j+1}}
$$

Now, by linearity on the last column, we have

$$
|\lambda I-Y(s)|=\left|\lambda I-X_{k}\right|-\rho_{s}(\mathcal{R})\left|\lambda I-X_{k-1}\right|=D_{k}(\lambda)-\rho_{s}(\mathcal{R}) D_{k-1}(\lambda) .
$$

Therefore,

$$
\left|\lambda I-M(\mathcal{B}(F))-\rho_{s}(\mathcal{R}) E\right|=Y(s) \prod_{j \in \Omega-\Delta}\left(D_{j}(\lambda)\right)^{n_{j}-n_{j+1}} \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(D_{j, i}(\lambda)\right)^{n_{j+1}}
$$

Applying (3.3), $|\lambda I-M(\mathcal{R}\{\mathcal{B}(F)\})|$ becomes

$$
\prod_{s=1}^{r} Y(s) \prod_{j \in \Omega-\Delta}\left(D_{j}(\lambda)\right)^{r\left(n_{j}-n_{j+1}\right)} \prod_{j \in \Delta} \prod_{i=1}^{m_{j}-1}\left(D_{j, i}(\lambda)\right)^{r n_{j+1}}
$$

4. On the Laplacian, signless Laplacian and adjacency eigenvalues of $\mathcal{R}\{\mathcal{B}(\boldsymbol{F})\}$. For each $j$, let

$$
\mu_{1}\left(\mathcal{G}_{j}\right) \geq \mu_{2}\left(\mathcal{G}_{j}\right) \geq \cdots \geq \mu_{m_{j}-1}\left(\mathcal{G}_{j}\right) \geq \mu_{m_{j}}\left(\mathcal{G}_{j}\right)=0
$$

and let

$$
\mu_{1}(\mathcal{R}) \geq \mu_{2}(\mathcal{R}) \geq \cdots \geq \mu_{r}(\mathcal{R})=0
$$

be the Laplacian eigenvalues of $\mathcal{G}_{j}$ and $\mathcal{R}$, respectively.
Applying Theorem 3.7 to the determination of the Laplacian spectrum of $\mathcal{G}$, we obtain:

Theorem 4.1. The Laplacian spectrum of $\mathcal{G}=\mathcal{R}\{\mathcal{B}(\mathrm{F})\}$ is

$$
\begin{align*}
\sigma(L(\mathcal{G}))=\left(\cup_{j \in \Omega-\Delta} \sigma\left(U_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}\right) & \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(U_{j, i}\right)^{r n_{j+1}}\right) \\
& \cup\left(\cup_{s=1}^{r} \sigma(W(s))\right) \tag{4.1}
\end{align*}
$$

where, for $j=1, \ldots, k-1, U_{j}$ is the $j \times j$ leading principal submatrix of the $k \times k$ matrix $U_{k}=X_{k}$ except for the diagonal entries which in $U_{k}$ are

$$
\delta_{1}, \delta_{2}, \ldots, \delta_{k-1}, \delta_{k}
$$

and, for $i=1,2, \ldots, m_{j}-1, U_{j, i}=X_{j, i}$ except for the diagonal entries which in $U_{j, i}$ are

$$
\delta_{1}, \delta_{2}, \ldots, \delta_{j-1}, \delta_{j}+\mu_{i}\left(\mathcal{G}_{j}\right)
$$

and, for $s=1,2, \ldots, r, W(s)=Y(s)$ except for the diagonal entries which in $W(s)$ are

$$
\delta_{1}, \delta_{2}, \ldots, \delta_{k-1}, \delta_{k}+\mu_{s}(\mathcal{R})
$$

The multiplicities of the eigenvalues of $L(\mathcal{G})$ are considered as in Theorem 3.7.
Proof. It must be noted that, since $M(\mathcal{G})=L(\mathcal{G})$, we have $a=1$,

$$
S_{j}=\left\{\begin{array}{l}
\delta_{j} I_{m_{j}}+L\left(\mathcal{G}_{j}\right) \text { if } j \in \Delta, \\
\delta_{j} I_{m_{j}} \text { if } j \notin \Delta
\end{array} \quad \text { and } \quad S_{k}=\delta_{k} I_{r}+L(\mathcal{R}) .\right.
$$

Therefore, $L\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=\mathbf{0}=0 \mathbf{e}_{m_{j}}$ and the Laplacian spectrum of $\mathcal{G}$ is given by Theorem 3.7, replacing the matrices $X_{j}, X_{j, i}$, and $Y(s)$ by the matrices $U_{j}, U_{j, i}$ and $W(s)$, respectively.

As above, let $\mathcal{G}=\mathcal{R}\{\mathcal{B}(F)\}$. We apply now Theorem 3.7 to find the eigenvalues of $Q(\mathcal{G})$ and $A(\mathcal{G})$ whenever each $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$. For convenience, the signless Laplacian eigenvalues and adjacency eigenvalues are denoted in increasing order. Let

$$
q_{1}(\mathcal{G}) \leq q_{2}(\mathcal{G}) \leq q_{3}(\mathcal{G}) \leq \cdots \leq q_{m-1}(\mathcal{G}) \leq q_{m}(\mathcal{G})
$$

and

$$
\lambda_{1}(\mathcal{G}) \leq \lambda_{2}(\mathcal{G}) \leq \cdots \leq \lambda_{m-1}(\mathcal{G}) \leq \lambda_{m}(\mathcal{G})
$$

be the eigenvalues of the signless Laplacian matrix and adjacency matrix of any graph $\mathcal{G}$, respectively. If $\mathcal{G}$ is a regular graph of degree $t$ and order $m$ in which the edges have a weight equal to $u$ then $Q(\mathcal{G}) \mathbf{e}_{m}=2 t u \mathbf{e}_{m}$ and $A(\mathcal{G}) \mathbf{e}_{m}=t u \mathbf{e}_{m}$. In this case, we may write $\lambda_{m}(\mathcal{G})=t u$ and $q_{m}(\mathcal{G})=2 t u$.

Theorem 4.2. If for each $j \in \Delta$ the graph $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$ and $r_{j}=0$ whenever $j \notin \Delta$, then the signless Laplacian spectrum of $\mathcal{G}=\mathcal{R}\{\mathcal{B}(\mathrm{F})\}$ is $\sigma(Q(\mathcal{G}))=\left(\cup_{j \in \Omega-\Delta} \sigma\left(V_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(V_{j, i}\right)^{r n_{j+1}}\right) \cup\left(\cup_{s=1}^{r} \sigma(U(s))\right)$
where, for $j=1,2,3, \ldots, k-1, V_{j}$ is the $j \times j$ leading principal submatrix of $V_{k}=X_{k}$ except for the diagonal entries which in $V_{k}$ are

$$
\delta_{1}+2 r_{1} u_{1}, \delta_{2}+2 r_{2} u_{2}, \ldots, \delta_{k-1}+2 r_{k-1} u_{k-1}, \delta_{k}
$$

and, for $i=1,2, \ldots, m_{j}-1, V_{j, i}=X_{j, i}$ except for the diagonal entries which in $V_{j, i}$ are

$$
\delta_{1}+2 r_{1} u_{1}, \delta_{2}+2 r_{2} u_{2}, \ldots, \delta_{j-1}+2 r_{j-1} u_{j-1}, \delta_{j}+q_{i}\left(\mathcal{G}_{j}\right) ;
$$

and, for $s=1,2, \ldots, r, U(s)=Y(s)$ except for the diagonal entries which in $U(s)$ are

$$
\delta_{1}+2 r_{1} u_{1}, \delta_{2}+2 r_{2} u_{2}, \ldots, \delta_{k-1}+2 r_{k-1} u_{k-1}, \delta_{k}+q_{s}(\mathcal{R}) .
$$

The multiplicities of the eigenvalues of $Q(\mathcal{G})$ must be considered as in Theorem 3.7.
Proof. For $M(\mathcal{G})=Q(\mathcal{G})$, we have $a=1$,

$$
S_{j}=\left\{\begin{array}{l}
\delta_{j} I_{m_{j}}+Q\left(\mathcal{G}_{j}\right), \\
Q\left(\mathcal{G}_{j}\right)=0 \text { if } j \notin \Delta
\end{array} \quad \text { and } \quad S_{k}=\delta_{k} I_{r}+Q(\mathcal{R})\right.
$$

$Q\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=2 r_{j} u_{j} \mathbf{e}_{m_{j}}$ if $j \in \Delta$ and $r_{j}=0$ for $j \notin \Delta$. From Theorem 3.7 we obtain that the set of eigenvalues of $Q(\mathcal{G})$ is given replacing the matrices $X_{j}, X_{j, i}$, and $Y_{s}$ by the matrices $V_{j}, V_{j, i}$ and $U(s)$, respectively.

THEOREM 4.3. If for each $j \in \Delta$ the graph $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$ and $r_{j}=0$ whenever $j \notin \Delta$, then the adjacency spectrum of $\mathcal{G}=\mathcal{R}\{\mathcal{B}(\mathrm{F})\}$ is
$\sigma(A(\mathcal{G}))=\left(\cup_{j \in \Omega-\Delta} \sigma\left(T_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(T_{j, i}\right)^{r n_{j+1}}\right) \cup\left(\cup_{s=1}^{r} \sigma(R(s))\right)$
where, for $j=1,2,3, \ldots, k-1, T_{j}$ is the $j \times j$ leading principal submatrix of $T_{k}=X_{k}$ except for the diagonal entries which in $T_{k}$ are

$$
r_{1} u_{1}, r_{2} u_{2}, \ldots, r_{k-1} u_{k-1}, 0
$$

and, for $i=1,2, \ldots, m_{j}-1, T_{j, i}=X_{j, i}$ except for the diagonal entries which in $T_{j, i}$ are

$$
r_{1} u_{1}, r_{2} u_{2}, \ldots, r_{j-1} u_{j-1}, \lambda_{i}\left(\mathcal{G}_{j}\right)
$$

and, for $s=1,2, \ldots, r, R(s)=Y(s)$ except for the diagonal entries which in $R(s)$ are

$$
r_{1} u_{1}, r_{2} u_{2}, \ldots, r_{k-1} u_{k-1}, \lambda_{s}(\mathcal{R})
$$

The multiplicities of the eigenvalues of $Q(\mathcal{G})$ must be considered as in Theorem 3.7.

Proof. For $M(\mathcal{G})=A(\mathcal{G})$, we have $a=0$,

$$
S_{j}=\left\{\begin{array}{l}
A\left(\mathcal{G}_{j}\right), \\
A\left(\mathcal{G}_{j}\right)=0 \text { if } j \notin \Delta
\end{array} \quad \text { and } \quad S_{k}=A(\mathcal{R})\right.
$$

and $A\left(\mathcal{G}_{j}\right) \mathbf{e}_{m_{j}}=r_{j} \mathbf{e}_{m_{j}}$ if $j \in \Delta$ and $r_{j}=0$ for $j \notin \Delta$. Then, from Theorem 3.7 we conclude that the set of eigenvalues of $A(\mathcal{G})$ is obtained replacing the matrices $X_{j}$, $X_{j, i}$, and $Y(s)$ by the matrices $T_{j}, T_{j, i}$ and $R(s)$, respectively.
5. On the Randić eigenvalues of $\mathcal{R}\{\mathcal{B}(\boldsymbol{F})\}$. Let $\mathcal{H}$ be a simple connected graph with $n$ vertices $v_{1}, v_{2}, \ldots, v_{n}$. Denote by $d\left(v_{1}\right), d\left(v_{2}\right), \ldots, d\left(v_{n}\right)$ the degrees of $v_{1}, v_{2}, \ldots, v_{n}$, respectively. The Randić matrix of $\mathcal{H}$ is the square matrix of order $n$ whose $(i, j)$-entry is equal to

$$
\frac{1}{\sqrt{d\left(v_{i}\right) d\left(v_{j}\right)}}
$$

if $v_{i}$ and $v_{j}$ of $\mathcal{H}$ are connected and 0 otherwise [1]. The Randić eigenvalues of $\mathcal{H}$ are the eigenvalues of the Randić matrix of $\mathcal{H}$. The purpose of this section is to determine the Randić eigenvalues of $\mathcal{G}=\mathcal{R}\{\mathcal{B}(F)\}$ when each $\mathcal{G}_{j}$ is regular of degree $r_{j}$ and $\mathcal{R}$ is a connected regular graph of degree $p$ on $r$ vertices $v_{1}, v_{2}, \ldots, v_{r}$.

Keep in mind that $r_{j}=0$ if $j \notin \Delta$. As usual $v_{i} \sim v_{j}$ means that $v_{i}$ and $v_{j}$ are adjacent. Observe that, for $i=1,2, \ldots, r$, the degree of $v_{k}$ as a vertex of $\mathcal{R}\{\mathcal{B}(F)\}$ is $d_{k}+p$. The Randić matrix of $\mathcal{R}\{\mathcal{B}(F)\}$ is the adjacency matrix of the weighted graph in which the edges joining the vertices at the level $j+1$ with the vertices at the level $j$ of $\mathcal{B}(F)$ have weights

$$
\begin{align*}
w_{k-j} & =\frac{1}{\sqrt{\left(d_{k-j+1}+r_{k-j+1}\right)\left(d_{k-j}+r_{k-j}\right)}} \quad(2 \leq j \leq k-1)  \tag{5.1}\\
w_{k-1} & =\frac{1}{\sqrt{\left(d_{k}+p\right)\left(d_{k-1}+r_{k-1}\right)}}
\end{align*}
$$

the edges of graph $\mathcal{G}_{j}$ have weights

$$
u_{j}=\left\{\begin{array}{cl}
\frac{1}{d_{j}+r_{j}} & \text { if } j \in \Delta,  \tag{5.2}\\
0 & \text { if } j \notin \Delta,
\end{array}\right.
$$

and the weights of the edge $v_{i} v_{l}$ of $\mathcal{R}$ are

$$
\varepsilon_{i, l}=\varepsilon_{l, i}=\left\{\begin{array}{cl}
\frac{1}{p+d_{k}} & \text { if } v_{i} \sim v_{l}  \tag{5.3}\\
0 & \text { otherwise }
\end{array}\right.
$$

Theorem 5.1. If for each $j \in \Delta$ the graph $\mathcal{G}_{j}$ is a regular graph of degree $r_{j}$ and the graph $\mathcal{R}$ is a regular graph of degree $p$ then the Randić spectrum of $\mathcal{G}=\mathcal{R}\{\mathcal{B}(\mathrm{F})\}$
is

$$
\left(\cup_{j \in \Omega-\Delta} \sigma\left(T_{j}\right)^{r\left(n_{j}-n_{j+1}\right)}\right) \cup\left(\cup_{j \in \Delta} \cup_{i=1}^{m_{j}-1} \sigma\left(T_{j, i}\right)^{r n_{j+1}}\right) \cup\left(\cup_{s=1}^{r} \sigma(R(s))\right)
$$

in which the matrices $T_{j}, T_{j, i}$ and $R(s)$ are those of Theorem 4.3 with the weights indicated in (5.1), (5.2) and (5.3). The eigenvalues multiplicities must be considered as in Theorem 3.7.

## REFERENCES

[1] S.B. Bozkurt, A.D. Güngör, and I. Gutman. Randić spectral radius and randić energy. MATCH Commun. Math. Comput. Chem., 64:321-334, 2010.
[2] D.M. Cardoso, D. Cvetković, P. Rowlinson, and S.K. Simić. A sharp lower bound for the least eigenvalue of the signless Laplacian of a non-bipartite graph. Linear Algebra Appl., 429:2770-2780, 2008.
[3] D.M. Cardoso, E.A. Martins, M. Robbiano, and V. Trevisan. Computing the Laplacian spectra of some graphs. Discrete Appl. Math., 160:2645-2654, 2012.
[4] D. Cvetković, P. Rowlinson, and S.K. Simić. Signless Laplacian of finite graphs. Linear Algebra Appl., 423:155-171, 2007.
[5] D. Cvetković and S.K. Simić. Towards a spectral theory of graphs based on the signless Laplacian, I. Publ. Inst. Math. (Beograd), 85(99):19-33, 2009.
[6] D. Cvetković and S.K. Simić. Towards a spectral theory of graphs based on the signless Laplacian, II. Linear Algebra Appl., 432:2257-2272, 2010.
[7] D. Cvetković and S.K. Simić. Towards a spectral theory of graphs based on the signless Laplacian, III. Appl. Anal. Discrete Math., 4:156-166, 2010.
[8] R. Fernandes, H. Gomes, and E.A. Martins. On the spectra of some graphs like weighted rooted trees. Linear Algebra Appl., 428:2654-2674, 2008.
[9] M. Fiedler. Algebraic connectivity of graphs. Czechoslovak Math. J., 23:298-305, 1973.
[10] O. Rojo and L. Medina. Spectral characterization of some weighted rooted graphs with cliques. Linear Algebra Appl., 433:1388-1409, 2010.
[11] O. Rojo, M. Robbiano, D.M. Cardoso, and E.A. Martins. Spectra of weighted rooted graphs having prescribed subgraphs at some levels, Electron. J. Linear Algebra, 22:653-671, 2011.
[12] F. Zhang. Matrix Theory. Springer, New York, 1999.

