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A NOTE ON SIMULTANEOUS BLOCK DIAGONALLY

STABLE MATRICES∗
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Abstract. Consider a set of square real matrices of the same size A = {A1, A2, . . . , AN}, where

each matrix is partitioned, in the same way, into blocks such that the diagonal ones are square

matrices. Under the assumption that the diagonal blocks in the same position have a common

Lyapunov solution, sufficient conditions for the existence of a common Lyapunov solution with

block diagonal structure for A are presented. Furthermore, as a by-product, an algorithm for the

construction of such a common Lyapunov solution is proposed.
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1. Introduction. Consider a finite set A = {A1, . . . , AN} of matrices in R
n×n,

A is said to be simultaneously stable if there exists a positive definite and symmetric

matrix P which is a Lyapunov solution for every Ap ∈ A, i.e., if there exists P such

that LAp
(P ) := −(AT

p P + PAp) is positive definite, for every Ap ∈ A. The matrix P

is called a common Lyapunov solution (CLS) for A, [1]. In practice, simultaneously

stable sets of matrices play an important role, for instance, in the study of the stability

of a linear switched system. Switched systems are a class of hybrid dynamical systems

consisting of a family of linear time invariant systems Σp : ẋ(t) = Apx(t) and a

rule σ (switching signal) that supervises the switching among them. More precisely,

associated with A the following switched linear system may be defined

Σ : ẋ(t) = Aσ(t)x(t),

where x(t) ∈ R
n is the state and σ : [0,+∞[→ P , with P = {1, . . . , N}, is a piecewise

constant function. For more details see for instance [11, 13, 17]. If P is a common

Lyapunov solution for A, then the systems Σp share a common quadratic Lyapunov

function (CQLF) V (x) = xTPx, and, therefore, the switched system Σ is uniformly
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exponentially stable, [11, 13, 17]. Systems that admit this type of Lyapunov functions

are commonly called quadratic Lyapunov stable. Other examples of applications may

be found in [9].

The common Lyapunov solution existence problem (also known as the CQLF

existence problem) has been widely studied and it is known to be very hard to tackle

in general in a simple algebraic manner. However, in some cases conditions are known

that guarantee the existence of a CLS; a very good survey about this may be found

in [17]. Despite the large amount of work that has been done on this subject, the

CLS existence problem is still challenging and and keeps attracting the attention of

several researchers, see for instance [4, 7, 10].

If there exists a diagonal matrix D such that ATD + DA < 0, the matrix A

is said to be diagonally stable, see for instance [9]. A set of matrices is said to be

simultaneous diagonally stable if it admits a diagonal CLS. Diagonal stability has been

used in several applications, see [9], for a good survey, and, for more recent research

on this notion; see for instance [2, 4, 15].

In this paper, we address the problem of the existence of a common Lyapunov

solution using an analysis in terms of block matrices. More precisely, we investigate

the existence of a CLS with pre-specified block diagonal structure for an arbitrary set

of stable matrices. Notice that some efforts have already made for the particular case

where the matrices are block triangular, see for instance [5]. This kind of block analysis

arises quite naturally when analyzing the stability of the some types of switched

systems interconnections, [3].

The paper is organized as follows. In Section 2, notations, basic definitions and

preliminary results are presented. In Section 3, the property of block simultaneous

diagonal stability for a collection of matrices partitioned into 2×2 blocks is analysed.

Section 4 extends the study done in Section 3 for matrices partitioned into r × r

blocks, r ≥ 2. Also, in Section 4, an algorithm and numerical examples are presented

to illustrate the obtained results. Finally, last section is devoted to the conclusions.

2. Preliminaries. Let A = {A1, . . . , AN} be a set of matrices in R
n×n. Con-

sider that each matrix Ap ∈ A is similarly partitioned into r × r blocks as follows:

(2.1) Ap =











A
p
11 A

p
12 · · · A

p
1r

A
p
21 A

p
22 · · · A

p
2r

...
...

. . .
...

A
p
r1 A

p
r2 · · · Ap

rr











,

where A
p
ii ∈ R

ni×ni , for each p = 1, 2, . . . , N and n1 + · · · + nr = n. Here and

throughout the text the upper index p should not be mistaken for an exponent.
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For short we say that Ap is an r-block matrix. The set A is said to be r-block

simultaneous diagonally stable, if there exists a CLS for A with a compatible block

diagonal structure. That is, if there exists P = diag (P1, . . . , Pr), with Pi ∈ R
ni×ni

positive definite matrices, such that LAp
(P ) := −(AT

p P + PAp) is positive definite,

for all p = 1, 2, . . . , N .

We begin by establishing a necessary condition for a set A of r-block matrices

to be r-block simultaneous diagonally stable. For each i, we denote by Ai the set of

blocks (i, i) of all matrices of A, that is, Ai =
{

A1
ii, . . . , A

N
ii

}

, for i ∈ {1, . . . , r}. It

is not difficult to show that:

Lemma 2.1. If A is a r-block simultaneous diagonally stable set then the sets

A1, . . . ,Ar are simultaneously stable.

The previous lemma becomes a necessary and sufficient condition in the block

triangular case (lower or upper), see [5].

Theorem 2.2. A set A of r-block upper triangular matrices is r-block simul-

taneous diagonally stable if and only if the sets A1, . . . ,Ar of diagonal blocks are

simultaneously stable.

The proof of Theorem 2.2 presented in [5] consists of showing that, in the block

triangular case, it is always possible to construct a r-block diagonal CLS for A from

a set P1, P2, . . . , Pr of CLSs for A1,A2, . . . ,Ar, respectively. Following this approach,

our aim is to study the existence and construction of a CLS with block diagonal struc-

ture for a collection A of matrices with a pre-specified r-block structure, as defined

in (2.1), starting from such a set of CLSs, without assuming the block triangularity.

Throughout the text, P = {1, . . . , N} denotes a finite index set, λ(·), λmax(·)
and λmin(·) are used to denote an eigenvalue, the largest eigenvalue and the smallest

eigenvalue of a symmetric matrix and for a real symmetric matrix, S > 0 denotes

that S is a positive definite matrix and ST denotes the transpose of S.

3. The 2-block case. For sake of simplicity, in this section we consider a set

A = {Ap : p ∈ P} of matrices partitioned into 2× 2 blocks of the form

Ap =

[

A
p
11 A

p
12

A
p
21 A

p
22

]

, p ∈ P ,

and assume that there exists a CLS Pi for Ai = {Ap
ii : p ∈ P}, i = 1, 2. Following

the approach used in [12] for the construction of a diagonal CLS for a set of stable

triangular (non-block) matrices, we start by considering two basic problems.

Problem 3.1. Establish conditions on the matrices Ap, P1 and P2, that guar-

antee the existence of an ǫ > 0 such that P = diag(P1, ǫP2) is a CLS for A.
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Note that the existence of such an ǫ is equivalent to the positive definiteness of

the following matrices:

Mp(ǫ) :=

[

Q
p
1 ǫ(Ap

21)
TP2 + P1A

p
12

ǫP2A
p
21 + (Ap

12)
TP1 ǫQ

p
2

]

, p ∈ P ,

where Q
p
1 := LA

p

11

(P1) > 0 and Q
p
2 := LA

p

22

(P2) > 0.

To deal with Problem 1, we begin by analyzing the existence of a Lyapunov

solution P = diag(P1, ǫP2) for a single matrix in A, where P1 and P2 are known to

be Lyapunov solutions for the blocks in its diagonal, respectively, and ǫ > 0 is to be

determined. From this, we formulate the following problem.

Problem 3.2. Given a matrix A =

[

A11 A12

A21 A22

]

, for which P1 and P2 are Lya-

punov solutions of A11 and A22, respectively, find ε > 0 such that P = diag(P1, ǫP2)

is a Lyapunov solution for A.

The following lemma gives two conditions (a necessary condition and a sufficient

one) for the existence of such an ε. The proof of the sufficient condition yields an

interval of variation for ε.

Theorem 3.3. Let A = [Aij ] be a 2-block matrix such that P1 and P2 are

Lyapunov solutions for A11 and A22. Consider U := AT
12P1, V := P2A21, S :=

V Q−1
1 V T , R := UQ−1

1 UT and L := Q2−UQ−1
1 V T −V Q−1

1 UT , where Q1 = LA11
(P1)

and Q2 = LA22
(P2). The following statements hold:

(1) If there exists ǫ > 0 such that P = diag(P1, ǫP2) is a Lyapunov solution for A,

then λmin(L) > 2 (λmin(R)λmin(S))
1

2 ;

(2) If λmin(L) > 2 (λmax(R)λmax(S))
1

2 , then there exists ǫ > 0 such that P =

diag(P1, ǫP2) is a Lyapunov solution for A.

Proof. The matrix P = diag(P1, ǫP2) is a Lyapunov solution for A if and only if

M(ǫ) :=

[

Q1 ǫAT
21P2 + P1A12

ǫP2A21 +AT
12P1 ǫQ2

]

> 0.

Using the Schur Complement of the block Q1 on M(ǫ), we conclude that M(ǫ) > 0 if

and only if

ǫQ2 − (ǫV + U)Q−1
1 (ǫV T + UT ) > 0.

After an easy but cumbersome computation we conclude that, P is Lyapunov

solution for A if and only if

(3.1) −ǫ2S + ǫL−R > 0.

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 26, pp. 90-100, February 2013



ELA

94 I. Brás, A.C. Carapito, and P. Rocha

Proof of (1). If there exists ǫ > 0 such that P = diag(P1, ǫP2) is a Lyapunov

solution for A then, it follows from (3.1) that ǫL > ǫ2S + R and, because R ≥ 0 and

S ≥ 0, then L > 0. Therefore, taking into account the positive definite ordering [8,

p. 471], it follows that

(3.2) ǫλmin (L) > λmin

(

ǫ2S +R
)

.

Since, by Weyl’s theorem [8, p. 181], λmin

(

ǫ2S +R
)

> ǫ2λmin (S) + λmin (R), we

obtain from (3.2)

ǫλmin (L) > ǫ2λmin (S) + λmin (R) ,

meaning that the quadratic inequality λmin(S)x
2 − λmin(L)x + λmin(R) < 0 has a

real solution (ǫ). Consequently, λ2
min (L) − 4λmin(R)λmin(S) > 0, i.e., λmin (L) >

2 (λmin(R)λmin(S))
1

2 .

Proof of (2). The condition (3.1) is satisfied if and only if λmin

(

−ǫ2S + ǫL− R
)

>

0. ByWeyl’s theorem, this holds when ǫλmin(L)+λmin(−ǫ2S−R) > 0.Again byWeyl’s

theorem, this holds when ǫλmin(L) + ǫ2λmin(−S) + λmin(−R) > 0, or, equivalently, if

(3.3) −ǫ2λmax(S) + ǫλmin(L)− λmax(R) > 0.

Notice that, the hypothesis of condition (2) implies that λmin(L) > 0. The choice of

the scalar ǫ is made considering the following different cases. If A is block upper tri-

angular matrix (S = 0) then, (3.3) is satisfied if and only if ǫ ∈ J :=

]

λmax(R)

λmin(L)
,+∞

[

.

If A is not a block upper triangular matrix, then S 6= 0. Since by hypothesis

(3.4) ∆ := λmin(L)
2 − 4λmax(R)λmax(S) > 0,

clearly (3.3) is satisfied if and only if ǫ ∈ J =

]

λmin(L)−
√
∆

2λmax(S)
,
λmin(L) +

√
∆

2λmax(S)

[

.

Remark 3.4. Let us consider Aij , i, j = 1, 2, to be stable blocks of order 1, i.e,

A =

[

a11 a12

a21 a22

]

with a11 < 0 and a22 < 0. In this case, the conditions in (1) and

(2) of Theorem 3.3 coincide. Moreover, taking P1 = P2 = 1 we obtain Q1 = −2a11

and Q2 = −2a22. Hence, U = a12, V = a21 and S = − a221
2a11

, R = − a212
2a11

and

L = −2a22+
a21a21

a11
. Then, the condition in (2) becomes −2a22+

a21a21

a11
>

∣

∣

∣

∣

a21a12

a11

∣

∣

∣

∣

.

This is equivalent to det(A) > 0, under the condition a11 < 0∧a22 < 0. Note that the

positiveness of the matrix determinant together with the negativity of the diagonal

elements is exactly the classical necessary and sufficient conditions for the diagonal

stability of a 2× 2 matrix [6].
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A solution of Problem 2 may be obtained from Theorem 3.3. Suppose that, for

each matrix Ap =

[

A
p
11 A

p
12

A
p
21 A

p
22

]

in A, there exist Lyapunov solutions P1 and P2 of

A1 = {Ap
11 : p ∈ P} and A2 = {Ap

22 : p ∈ P}, respectively, such that condition (3.4)

is satisfied. Therefore, for each p ∈ P , an interval Jp may be identified, as shown in

the proof (of (2)) of the mentioned theorem. If
⋂

p∈P
Jp 6= ∅, there exists ǫ ∈ ⋂

p∈P
Jp

such that P = diag(P1, ǫP2) is a CLS for A.

More precisely, let us consider the following notation:

σp := λmax

(

V p(Qp
1)

−1(V p)T
)

ρp := λmax

(

Up(Qp
1)

−1(Up)T
)

λp := λmin

(

Q
p
2 − Up(Qp

1)
−1(V p)T − V p(Qp

1)
−1(Up)T

)

and

∆p := λ2
p − 4ρpσp,

where

Up := (Ap
12)

TP1, V
p := P2A

p
21, Q

p
1 = LA

p

11

(P1) and Q
p
2 = LA

p

22

(P2).

With this notation, considering the previous arguments, we state the following suffi-

cient condition for the existence of a solution of Problem 1.

Corollary 3.5. Let A =
{

Ap =
[

A
p
ij

]

: i, j = 1, 2 and p ∈ P
}

be a set of 2-block

matrices such that P1 and P2 are CLSs for the sets of diagonal blocks A1 and A2,

respectively. Then, A is 2-block simultaneous diagonally stable if both of the following

conditions hold.

(1) ∆p > 0, for all p ∈ P.

(2)
⋂

p∈P

Jp 6= ∅ where, for each p,

Jp =























]

ρp

λp

,+∞
[

if Ap is a block upper triangular matrix,

]

λp −
√

∆p

2σp

,
λp +

√

∆p

2σp

[

otherwise.

Remark 3.6. Notice that, for 2× 2-block upper triangular matrices, conditions

(1) and (2) of Corollary 3.5 are always satisfied. Therefore, in this case, Corollary 3.5

reduces to stating that the existence of a CQLF for the diagonal block sets guarantees

simultaneous stability, in accordance to what is claimed in Theorem 2.2.

4. The r-block case. In this section, we show how recursively to apply Corol-

lary 3.5 to the case where the matrices are partitioned into more than two blocks.
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This is useful for instance when the matrices are of larger order and an adequate

partition into smaller blocks allows to more easily determine the existence of a CLS

for each set of diagonal blocks by using some known results, for instance for blocks of

order 2, see [12, 14, 16].

Suppose that the matrices {A1, A2, . . . , AN} are partitioned into r×r blocks such

that each set of diagonal blocks Ai is simultaneous stable with respect to the CLS Pi,

i = 1, . . . , r. In order to determine, if a CLS of the form P = diag(P1, ǫ2P2, . . . , ǫrPr)

exists, we proceed as follows. First take the 2 × 2 left corner of block matrices Ap,

i.e,

A(2)
p =

[

A
p
11 A

p
12

A
p
21 A

p
22

]

and, if possible, by applying Corollary 3.5, determine the positive scalar ǫ2 such that

P (2) = diag(P1, ǫ2P2) is a CLS for A
(2)
p , p ∈ P . Second take the 3×3 left corner block

of the matrices Ap, i.e.,

A(3)
p =

[

A
(2)
p ∗
∗ A

p
33

]

and, if possible, by applying Corollary 3.5, determine the positive scalar ǫ3 such that

P (3) = diag(P (2), ǫ3P3) is a CLS for A
(3)
p . This procedure is carried out, if possible,

until reaching A
(r)
p , which coincides with Ap, for all p ∈ P . This amounts to applying

Corollary 3.5, if its conditions are satisfied, r − 1 times. Notice that, this procedure

is equivalent to sequentially calculate, when possible, positive scalars ǫ2, . . . , ǫr such

that the positive definiteness of the principal submatrices of

Mp=













Q
p
1 −ǫ2(A

p
21)

TP2 − P1A
p
12 . . . −ǫr(A

p
r1)

TPr − P1A
p
1r

−ǫ2P2A
p
21 − (Ap

12)
TP1 ǫ2Q

p
2 . . . −ǫr(A

p
r2)

TPr − P2A
p
2r

...
...

. . .
...

−ǫrPrA
p
r1 − (Ap

1r)
TP1 −ǫrPrA

p
r2 − (Ap

2r)
TP2 · · · ǫrQ

p
r













is guaranteed, for all p ∈ P , being Q
p
i = LA

p

ii
(Pp) > 0.

An algorithm. Based on the given arguments we present an algorithm that

enables the identification of a CLS for r-block matrices with r ≥ 2. The algorithm

starts from CLSs P1, P2, . . . , Pr for the diagonal blocks and computes, if possible

according with the previous arguments, positive scalars ǫ2, . . . , ǫr such that P =

diag(P1, ǫ2P2, . . . , ǫrPr) is a CLS for A = {Ap : p ∈ P}.

Initiation step k = 2, Q
p
1 = −(Ap

11)
TP1 − P1A

p
11 and Mp(ǫ1) := Q

p
1.
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Step 1 For all p ∈ P , take Q
p
k = −(Ap

kk)
TPk − PkA

p
kk and

V
p
k =

[

PkA
p
k1 PkA

p
k2 · · · PkA

p
kk−1

]

U
p
k =

[

(Ap
1k)

TP1 (Ap
2k)

TP2 · · · (Ap
k−1k)

TPk−1

]

L
p
k = Q

p
k − U

p
k [Mp(ǫk−1)]

−1
(V p

k )
T − V

p
k (Mp(ǫk−1))

−1
(Up

k )
T

S
p
k = V

p
k (Mp(ǫk−1))

−1 (V p
k )

T

R
p
k = U

p
k (Mp(ǫk−1))

−1
(Up

k )
T

and

λ
p
k = λmin (L

p
k) , σ

p
k = λmax (S

p
k) and ρ

p
k = λmax (R

p
k) .

Step 2 If (λmin (L
p
k))

2−4λmin(S
p
k)λmin(R

p
k) > 0, for all p ∈ P , go to Step 3. Else, stop

and write “there is no CLS for A of the form P = diag(P1, ǫ2P2, . . . , ǫrPr)”.

Step 3 Take ∆p
k := (λp

k)
2 − 4ρpkσ

p
k. If ∆

p
k > 0, for all p ∈ P , go to Step 4. Else, stop

and write “nothing can be concluded about the existence of a block diagonal

CLS”.

Step 4 Take for each p,

]apk, b
p
k[ =























]

λ
p
k −

√

∆p
k

2σp
k

,
λ
p
k +

√

∆p
k

2σp
k

[

, if V
p
k 6= 0,

]

ρ
p
k

λ
p
k

,+∞
[

, if V
p
k = 0,

and calculate ak := max {apk : p ∈ P} and bk := min {bpk : p ∈ P}. If ak > bk,

stop and write “nothing can be concluded about the CLS existence”. Else,

go to Step 5.

Step 5 Take any ǫk ∈ ]ak, bk[ and consider

Mp(ǫk) =

[

Mp(ǫk−1) −ǫk(V
p
k )

T − (Up
k )

T

−ǫkV
p
k − U

p
k ǫkQ

p
k

]

.

Step 6 If k + 1 > r, go to Step 9. Else, go to Step 7.

Step 7 Set k := k + 1, until k = r.

Step 8 Return to Step 1.

Step 9 Write “A has a block diagonal CLS of the form P=diag(P1, ǫ2P2, . . . , ǫrPr)”.

Example 4.1. Consider the matrix

A1 =







−1 0 −1

0 −1 −1

−0.1995−0.1 −0.3






.
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Note that P1 = I2 and P2 = 1 are Lyapunov solutions for the diagonal blocks.

However, by applying the algorithm, it is easy to conclude that A1 does not have a

Lyapunov solution of the form P = diag(I2, ǫ2), ǫ2 > 0. In fact, the condition of Step

2 is not fulfilled since we have L1
2 ≈ 0.3005, R1

2 = 1 and S1
2 ≈ 0.0249, so

λmin(L
1
2)− 2

(

λmin(R
1
2)λmin(S

1
2)
)

1

2 ≈ −0.0093 < 0.

Example 4.2. Consider the matrices

A1=











−1 1 1 −0.5

−1 −1 0 2

9 −1 −20 2

−0.1−1 −2 −30











and A2=











−1 1 1 −0.5

−1 −1 0 2

5 0 −20 −10

−0.1−1 19 −11











.

Note that P1 = I2 and P2 = diag(1, 2.09) are CLSs for the diagonal blocks (1,1) and

(2,2), respectively. Let us use the algorithm in order to compute, if possible, a CLS

of the form P = diag(I2, ǫ2P2), where ǫ2 > 0, for A = {A1, A2}. For the Initiation

step, we have M1(ǫ1) = Q1
1 = diag(2, 2) and M2(ǫ1) = Q2

1 = diag(2, 2). In Step 1, we

obtain Q1
2 =

[

40 2.18

2.18 125.4

]

and Q2
2 =

[

9 −1

−0.209−2.09

]

. Moreover,

V
p
2 U

p
2 L

p
2 S

p
2 R

p
2

A1

[

9 −1

−0.209−2.09

][

1 0

−0.5 2

] [

31 5.535

5.535 129.476

] [

41 0.105

0.105 2.206

] [

0.5 −0.25

−0.25 2.125

]

λ1
2 ≈ 30.699 σ1

2 ≈ 41 ρ12 ≈ 2.163

A2

[

5 0

−0.209−2.09

][

1 0

−0.5 2

][

35 −28.356

−28.356 50.056

][

12.5 −0.523

−0.523 2.206

][

0.5 −0.25

−0.25 2.125

]

λ2
2 = 13.19 σ2

2 ≈ 12.527 ρ22 ≈ 2.163

Since the conditions of Step 3 are satisfied, we compute the intervals of Step 4:

J1 ≈ ]0.079, 0.670[ and J2 ≈ ]0.203, 0.850[ .

Taking ǫ2 ∈ J1 ∩ J2, for example ǫ2 = 0.5, we conclude that A1 and A2 share P =

diag(1, 1, 0.5, 1.045) as a CLS.

5. Conclusion. In this work, we have investigated the block simultaneous di-

agonal stability of a collection A = {Ap : p ∈ P} of matrices partitioned into r × r

blocks, i.e. Ap = [Ap
ij ], for i, j = 1, . . . , r, where, for each i the diagonal blocks A

p
ii

are square matrices of the same size, for all p ∈ P . It turns out that a necessary

condition for A to be a r-block simultaneous block diagonally stable is that each set
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of diagonal blocks Ai = {Ap
ii : p ∈ P} should be simultaneous stable, that is, it

must have a common Lyapunov matrix solution Pi. Under this assumption, we have

proposed a constructive method to obtain a common Lyapunov matrix solution with

block diagonal structure for A with diagonal blocks depending on Pi, i = 1, . . . , r, if

certain conditions hold, Theorem 3.3 and Corollary 3.5. These results generalize the

one obtained in [5] for the block upper triangular case. Notice that with our approach

we may deal with the diagonal stability itself by considering the diagonal elements

as blocks of order 1. In particular case of matrices of order two, the sufficient condi-

tions given by Theorem 3.3 are equivalent to the classical characterization of diagonal

stability [6].
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