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ON GRADED MATRIX HOM-ALGEBRAS∗

MAŔıA J. ARAGÓN PERIÑÁN† AND ANTONIO J. CALDERÓN MART́ıN‡

Abstract. Consider an (associative) matrix algebra MI (R) graded by means of an abelian

group G, and a graded automorphism φ on MI(R). By defining a new product by x ⋆y := φ(x)φ(y)

on MI(R), (MI (R), ⋆) becomes a hom-associative algebra graded by a twist of G. The structure

of (MI (R), ⋆) is studied, by showing that MI(R) is of the form

MI(R) = U +
∑

j

Ij

with U an R-submodule of the 0-homogeneous component and any Ij a well described graded ideal

of MI (R), satisfying Ij ⋆ Ik = 0 if j 6= k. Under certain conditions, the graded simplicity of an

arbitrary graded hom-associative algebra M is characterized and it is shown that M is the direct

sum of the family of its simple graded ideals.
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1. Introduction and first definitions. We begin by recalling the fundamental

concepts of hom-associative algebras and graded algebras theory. We note that, under

otherwise stated, our algebras will be consider over an arbitrary commutative ring of

scalars R.

Definition 1.1. An R-module M endowed with a bilinear product

⋆ : M×M → M

(x, y) 7→ x ⋆ y

is called a hom-associative algebra if there exists a module homomorphism

φ : M → M,

called the twisting map ofM, such that the following identity holds for all x, y, z ∈ M:

(x ⋆ y) ⋆ φ(z) = φ(x) ⋆ (y ⋆ z).
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The concept of hom-algebra, (over a base field K), was introduced in [22], where

a notion of hom-Lie algebra appeared in the study of deformations of Witt and Vi-

rasoro algebras. Later, this notion was transferred to other categories like the ones

of hom-associative algebras, hom-alternative algebras, hom-Leibniz algebras, hom-Lie

superalgebras, etc. (see [1], [11], [26], [27], [28], [30], [24], [35]). Hom-associative al-

gebras has been recently studied by different authors like Fregier, Gohr, Makhlouf,

Silvestrov or Yau who have been interested, in particular, in establishing conditions

under which a hom-associative algebra is a twist of an associative algebra or in de-

veloping a deformation and homology theory of hom-associative algebras, ([17], [18],

[21], [29], [34]). A subalgebra of a hom-associative algebra (M, ⋆) is an R-submodule

N of M closed under ⋆ and the twisting map φ. A subalgebra I of (M, ⋆) is called

an ideal if I ⋆M ⊂ I and M ⋆ I ⊂ I. Finally, it should be noted that in all of the

above references the base ring of scalars R is always a field K. So the concept of

hom-associative algebra given in Definition 1.1 is, in this sense, more general.

Now consider a (non-necessarily associative) algebra (A, ·). That is, A is just an

R-module endowed with a bilinear product · : A×A → A, (x, y) 7→ x · y.

Definition 1.2. Let (A, ·) be a (non-necessarily associative) algebra and (G,+)

a set together a binary operation +. It is said that A is a graded algebra, by means

of G, if

A =
⊕

g∈G

Ag

where any Ag is an R-submodule satisfying Ag · Ah ⊂ Ag+h for any h ∈ G.

The study of gradings on different classes of algebras has been remarkable in

recent years, especially those gradings in which (G,+) is an abelian group, (see [6,

14, 23, 31, 32]). In particular, graded matrix algebras have been considered in [3, 5, 9,

13, 15, 20, 25], not only for the interest by themselves but also because we can derive

from them many examples of graded Lie algebras, which play an important role in

the theory of strings, color supergravity, Walsh functions or electroweak interactions

[10, 12, 33].

Consider the set MI(R) of all of the I×I-matrices over an arbitrary commutative

ring R with finitely many nonzero entries, endowed with its natural structure of

associative algebra (whose product will be denoted by juxtaposition), and

φ : MI(R) → MI(R)

an (associative) algebras automorphism. Then, if we endow the R-module MI(R)
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with a new product

x ⋆ y := φ(x)φ(y)

for x, y ∈ MI(R), we have that

(MI(R), ⋆)

is a hom-associative algebra, which is also called a twist of MI(R) by φ, (see [18, 21]).

Observe that, as consequence, we also have

φ(x ⋆ y) = φ(x) ⋆ φ(y)(1.1)

for x, y ∈ MI(R).

Now suppose that the associative algebra MI(R) is graded by means of an

abelian group (G,+), MI(R) =
⊕

g∈G

MI(R)g, and that the algebra automorphism φ

of MI(R) is graded in the sense that there exists a group automorphism σ : G → G

such

φ(MI(R)g) ⊂ MI(R)σ(g)(1.2)

for each g ∈ G, (see [25]). Taking into account equation (1.2), it is easy to check that

(MI(R), ⋆) becomes a hom-associative algebra graded by the twist (G,+σ) of (G,+),

(the set G endowed with the binary operation g1+σ g2 := σ(g1)+σ(g2)). That is, we

can express (MI(R), ⋆) as the direct sum of the R-submodules

MI(R) =
⊕

g∈G

MI(R)g,

in such a way that

MI(R)g1 ⋆MI(R)g2 ⊂ MI(R)g1+σg2

for g1, g2 ∈ G.

The present paper is devoted to the study of the structure of the graded, by

means of (G,+σ), hom-associative algebra (MI(R), ⋆). In §2 we develop connections

in the support techniques which becomes the main tool in our study of graded matrix

hom-algebras. In §3 we apply the machinery introduced in the previous section to

show that MI(R) is of the form MI(R) = U +
∑

j

Ij with U an R-submodule of

the 0-homogeneous component and each Ij a well described graded ideal of MI(R),

satisfying Ij ⋆Ik = 0 if j 6= k. Finally, in §4, and under certain conditions, the graded

simplicity of an arbitrary graded hom-associative algebra M is characterized and it
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is shown that M is the direct sum of the family of its simple graded ideals. These

results extend the ones for graded associative algebras in [5].

As it is usual in the theory of graded algebras, the regularity concepts will be

understood in the graded sense. That is, a graded ideal of the hom-associative algebra

(MI(R), ⋆) graded as above by MI(R) =
⊕

g∈G

MI(R)g, is an R-submodule I of

MI(R) satisfying I ⋆ MI(R) + MI(R) ⋆ I ⊂ I and φ(I) = I, and such that splits

as I =
⊕

g∈G

Ig with each Ig = I ∩ MI(R). The graded hom-associative algebra

(MI(R), ⋆) will be called graded simple if MI(R) ⋆MI(R) 6= 0 and its only graded

ideals are {0} and MI(R).

Throughout the paper, N will denote the set of non-negative integers and Z the

set of integers.

2. Connections in the support techniques. We recall that (MI(R), ⋆) de-

notes the twist by the automorphism φ of the associative matrix algebra MI(R).

That is, the hom-associative algebra with product

x ⋆ y := φ(x)φ(y)

for x, y ∈ MI(R), graded by means of (G,+σ), (the twist by an automorphism σ of

(G,+), that is, g1+σ g2 := σ(g1)+σ(g2) for g1, g2 ∈ G). That means that we have an

associative algebras automorphism φ : MI(R) → MI(R), an abelian group (G,+)

and a groups automorphism σ : G → G such that we can decompose

MI(R) =
⊕

g∈G

MI(R)g,(2.1)

as the direct sum of R-submodules satisfying φ(MI(R)g) ⊂ MI(R)σ(g), actually the

direct sum decomposition (2.1) lets us assert

φ(MI(R)g) = MI(R)σ(g),(2.2)

and

MI(R)g ⋆MI(R)g′ ⊂ MI(R)σ(g)+σ(g′)(2.3)

for g, g′ ∈ G.

Definition 2.1. We call the support of the grading (2.1) the set

Σ := {g ∈ G \ 0 : MI(R)g 6= 0}.

The support of the grading is called symmetric if g ∈ Σ implies −g ∈ Σ.

Remark 2.2. Observe that equation (2.2), lets us assert that if g ∈ Σ, then

{σn(g) : n ∈ N} ⊂ Σ.
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In this section we are going to develop connections in the support of the grading

techniques as the main tool to the study of the structure of the graded hom-associative

algebra (MI(R), ⋆). In the following, we will suppose that the grading of (MI(R), ⋆)

has a symmetric support Σ and will denote by

MI(R) =
⊕

g∈G

MI(R)g = MI(R)0 ⊕ (
⊕

g∈Σ

MI(R)g)

the corresponding decomposition.

Definition 2.3. Let g and g′ be two elements in Σ. We shall say that g is

connected to g′ if there exists {g1, g2, . . . , gk} ⊂ Σ such that:

If k = 1,

1. g1 ∈ {σn(g) : n ∈ N} ∩ {±σm(g′) : m ∈ N}.

If k ≥ 2,

1. g1 ∈ {σn(g) : n ∈ N}.

2. σ(g1) + σ(g2) ∈ Σ

σ2(g1) + σ2(g2) + σ(g3) ∈ Σ

σ3(g1) + σ3(g2) + σ2(g3) + σ(g4) ∈ Σ

· · · · · · · · ·

σi(g1) + σi(g2) + σi−1(g3) + · · ·+ σ(gi+1) ∈ Σ

· · · · · · · · ·

σk−2(g1) + σk−2(g2) + σk−3(g3) + · · ·+ σk−i(gi) + · · ·+ σ(gk−1) ∈ Σ

3. σk−1(g1) + σk−1(g2) + σk−2(g3) + · · · + σk−i+1(gi) + · · · + σ(gk)

∈ {±σm(g′) : m ∈ N}.

We shall also say that {g1, . . . , gk} is a connection from g to g′.

We note that the concept of connection from g to g′ given in Definition 2.3 for

the case k = 1 is equivalent to the fact g′ = ǫσz(g) for some z ∈ Z and ǫ ∈ {±}.

Our next goal is to show that the connection relation is an equivalence relation.

First, we need to state a series of preliminary results.

Lemma 2.4. For each g ∈ Σ, we have that σp(g) is connected to ǫσq(g) for all

p, q ∈ N and ǫ ∈ {±}.

Proof. Taking into account Remark 2.2, we have that σp(g), σq(g) ∈ Σ. Let

r = max{p, q} be, then we have that {σr(g)} is a connection from σp(g) to ǫσq(g).

Lemma 2.5. Let {g1, . . . , gk} be a connection from g to g′ satisfying g1 = σn(g),

n ∈ N. Then for all r ∈ N such that r ≥ n, there exists a connection {ḡ1, . . . , ḡk}

from g to g′ such that ḡ1 = σr(g).

Proof. By Remark 2.2 we have {σr−n(g1), . . . , σ
r−n(gk)} ⊂ Σ. By defining ḡi :=
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σr−n(gi), i = 1, . . . , k, Remark 2.2 lets us easily verify that {ḡ1, . . . , ḡk} is a connection

from g to g′ which clearly satisfies ḡ1 = σr−n(σn(g)) = σr(g).

Lemma 2.6. Let {g1, . . . , gk} be a connection from g to g′ satisfying g1 = ǫσm(g′)

in case k = 1 or

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σ(gk) = ǫσm(g′)

in case k ≥ 2, with m ∈ N and ǫ ∈ {±}. Then for each r ∈ N such that r ≥ m, there

exists a connection {ḡ1, . . . , ḡk} from g to g′ such that ḡ1 = ǫσr(g′) in case k = 1 or

σk−1(ḡ1) + σk−1(ḡ2) + σk−2(ḡ3) + · · ·+ σ(ḡk) = ǫσr(g′)

in case k ≥ 2.

Proof. Remark 2.2 lets us assert that

{σr−m(g1), . . . , σ
r−m(gk)} ⊂ Σ.

By defining ḡi := σr−m(gi), i = 1, . . . , k, Remark 2.2 gives us that {ḡ1, . . . , ḡk}

is a connection from g to g′. It is clear that ḡ1 = ǫσr(g′) in case k = 1, and also

σk−1(ḡ1)+σk−1(ḡ2)+σk−2(ḡ3)+· · ·+σ(ḡk) = σr−m(σk−1(g1)+σk−1(g2)+σk−2(g3)+

· · ·+ σ(gk)) = ǫσr(g′) in case k ≥ 2.

Proposition 2.7. The relation ∼ in Σ defined by g ∼ g′ if and only if g is

connected to g′ is an equivalence relation.

Proof. For each g ∈ Σ, Lemma 2.4 gives us g ∼ g and so ∼ is reflexive.

Let us see the symmetric character of ∼. If g ∼ g′, there exists a connection

{g1, g2, g3, . . . , gk−1, gk} ⊂ Σ(2.4)

from g to g′.

If k = 1, we have g1 = σn(g) and g1 = ǫσm(g′) with n,m ∈ N and ǫ ∈ {±}. From

here, it is clear that {ǫg1} is a connection from g′ to g and so g′ ∼ g.

If k ≥ 2, we have that the connection (2.4) satisfies conditions 1, 2 and 3 of

Definition 2.3. Observe that condition 3 let us distinguish two possibilities. In the

first one

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σi(gk−i+1) + · · ·+ σ(gk) = σm(g′),(2.5)

and in the second one

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σi(gk−i+1) + · · ·+ σ(gk) = −σm(g′)(2.6)
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for some m ∈ N.

Suppose we have the first possibility (2.5). By Remark 2.2 and the symmetry of

Σ, we can consider the set

{σm(g′),−σ(gk),−σ3(gk−1),−σ5(gk−2), . . . ,−σ2i+1(gk−i), . . . ,−σ2k−3(g2)}(2.7)

⊂ Σ.

Let us show that this set is a connection from g′ to g. It is clear that (2.7) satisfies

condition 1 of Definition 2.3, so let us verify that the set (2.7) satisfies condition 2.

We have

σ(σm(g′))− σ(σ(gk)) = σ(σm(g′)− σ(gk)) =

σ(σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σk−i+1(gi) + · · ·+ σ2(gk−1)),

where the last equality is a consequence of equation (2.5), and so

σ(σm(g′))− σ(σ(gk)) =

σ2(σk−2(g1) + σk−2(g2) + σk−3(g3) + · · ·+ σk−i(gi) + · · ·+ σ(gk−1)).

Since σk−2(g1)+σk−2(g2)+σk−3(g3)+ · · ·+σk−i(gi)+ · · ·+σ(gk−1) ∈ Σ by condition

2 of Definition 2.3 applied to the connection (2.4), Remark 2.2 lets us conclude

σ(σm(g′))− σ(σ(gk)) ∈ Σ.

For each 1 ≤ i ≤ k − 2 we also have that,

σi(σm(g′))− σi(σ(gk))− σi−1(σ3(gk−1))− · · · − σ(σ2i−1(gk−(i−1))) =

σi(σm(g′)− σ(gk)− σ2(gk−1)− · · · − σi(gk−(i−1))) =

σi(σk−1(g1) + σk−1(g2) + · · ·+ σi+1(gk−i)),

with the last equality being a consequence of equation (2.5). From here,

σi(σm(g′))− σi(σ(gk))− σi−1(σ3(gk−1))− · · · − σ(σ2i−1(gk−(i−1))) =

σ2i(σk−1−i(g1) + σk−1−i(g2) + · · ·+ σ(gk−i)).
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Taking into account that, by condition 2 of Definition 2.3 applied to (2.4),

σk−1−i(g1) + σk−1−i(g2) + · · ·+ σ(gk−i) ∈ Σ,

we get as consequence of Remark 2.2 that

σi(σm(g′))− σi(σ(gk))− σi−1(σ3(gk−1))− · · · − σ(σ2i−1(gk−(i−1))) ∈ Σ.

We have showed that the set (2.7) satisfies condition 2 of Definition 2.3. It just

remains to prove that this set also satisfies condition 3 of this definition. We have as

above that

σk−1(σm(g′))− σk−1(σ(gk))− σk−2(σ3(gk−1)) − · · · − σ(σ2k−3(g2)) =

σk−1(σm(g′)− σ(gk)− σ2(gk−1)− · · · − σk−1(g2)) =

σk−1(σk−1(g1)).

Condition 1 of Definition 2.3 applied to the connection (2.4) gives us that g1 = σn(g)

for some n ∈ N and so

σk−1(σm(g′))− σk−1(σ(gk))− σk−2(σ3(gk−1)) − · · · − σ(σ2k−3(g2)) =

σ2k+n−2(g) ∈ {σh(g) : h ∈ N}.

We have showed that the set (2.7) is actually a connection from g′ to g.

Now suppose we are in the second possibility given by equation (2.6). Then we

can prove as in the above first possibility, given by equation (2.5), that

{σm(g′), σ(gk), σ
3(gk−1), σ

5(gk−2), . . . , σ
2i+1(gk−i), . . . , σ

2k−3(g2)}

is a connection from g′ to g. We conclude g′ ∼ g and so the relation ∼ is symmetric.

Finally, let us verify that ∼ is transitive. Suppose g ∼ g′ and g′ ∼ g′′, and write

{g1, . . . , gk} for a connection from g to g′ and {h1, . . . , hp} for a connection from g′

to g′′. From here, we have

g1 = ǫσm(g′) if k = 1(2.8)

or

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σ(gk) = ǫσm(g′) if k ≥ 2,(2.9)
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for some m ∈ N, ǫ ∈ {±}; and

h1 = σr(g′)(2.10)

for some r ∈ N. Lemmas 2.5 and 2.6 let us suppose m = r.

In the case p = 1, we have h1 = τσt(g′′) with t ∈ N and τ ∈ {±}. Since m = r,

then g1 = ǫσm(g′) = ǫh1 = ǫτσt(g′′) if k = 1, and

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σ(gk) = ǫσm(g′) = ǫh1 = ǫτσt(g′′)

if k ≥ 2. From here, we get that {g1, . . . , gk} is also a connection from g to g′′.

In the case p ≥ 2, it is straightforward to verify, taking into account equations

(2.8), (2.9), and (2.10); and the fact m = r, that {g1, . . . , gk, h2, . . . , hp} is a connec-

tion from g to g′′ if ǫ = + in (2.8) or (2.9); and taking also into account the symmetry

of Σ, that {g1, . . . , gk,−h2, . . . ,−hp} it is if ǫ = − in (2.8) or (2.9). We have showed

the connection relation is also transitive and so it is an equivalence relation.

3. Decompositions. Proposition 2.7 let us consider the quotient set

Σ/ ∼= {[g] : g ∈ Σ}.

Our next goal is to associate an (adequate) graded ideal I[g] of the graded hom-

associative algebra (MI(R), ⋆) to each [g]. For each [g], g ∈ Σ, we define (see equation

(2.3)),

I0,[g] := spanR{MI(R)g′ ⋆MI(R)
−g′ : g

′ ∈ [g]} ⊂ MI(R)0

and

V[g] :=
⊕

g′∈[g]

MI(R)g′ .

Finally, we denote by I[g] the following (graded) R-submodule of MI(R),

I[g] := I0,[g] ⊕ V[g].

Proposition 3.1. Let g ∈ Σ. Then the following assertions hold:

1. I[g] ⋆ I[g] ⊂ I[g] and φ(I[g]) = I[g].

2. If g′ /∈ [g] then I[g] ⋆ I[g′] = 0.

Proof. 1. We have

(I0,[g]⊕V[g])⋆ (I0,[g]⊕V[g]) ⊂ I0,[g] ⋆I0,[g]+I0,[g] ⋆V[g]+V[g] ⋆I0,[g]+V[g] ⋆V[g].(3.1)
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Let us consider the last summand in equation (3.1), that is, V[g]⋆V[g]. Given g′, g′′ ∈ [g]

such that MI(R)g′ ⋆MI(R)g′′ 6= 0, if g′′ = −g′ then clearly

MI(R)g′ ⋆MI(R)g′′ = MI(R)g′ ⋆MI(R)
−g′ ⊂ I0,[g].

Suppose then g′′ 6= −g′. Taking into account that the fact MI(R)g′ ⋆MI(R)g′′ 6= 0

joint with equation (2.3) ensure σ(g′)+σ(g′′) ∈ Σ, we have that {g′, g′′} is a connection

from g′ to σ(g′) + σ(g′′). The transitivity of ∼ gives that σ(g′) + σ(g′′) ∈ [g] and

so MI(R)g′ ⋆MI(R)g′′ ⊂ MI(R)σ(g′)+σ(g′′) ⊂ V[g]. Consequently (
⊕

g′∈[g]

MI(R)g′) ⋆

(
⊕

g′∈[g]

MI(R)g′) ⊂ I0,[g] ⊕ V[g]. That is,

V[g] ⋆ V[g] ⊂ I0,[g] ⊕ V[g].(3.2)

Consider the first summand I0,[g] ⋆I0,[g] in equation (3.1). By hom-associativity, (and

taking also into account equation (2.2)), given g′, g′′ ∈ [g] we have

(MI(R)g′ ⋆MI(R)
−g′) ⋆ (MI(R)g′′ ⋆MI(R)−g′′ ) =

(MI(R)g′ ⋆MI(R)
−g′) ⋆ φ(φ

−1(MI(R)g′′ ⋆MI(R)
−g′′)) ⊂

φ(MI(R)g′) ⋆ (MI(R)
−g′ ⋆ φ

−1(MI(R)g′′ ⋆MI(R)
−g′′)) ⊂

MI(R)σ(g′) ⋆MI(R)
−σ(g′) ⊂ I0,[g],

where last inclusion is a consequence of the fact that g′ ∈ [g] implies σ(g′) ∈ [g] by

Lemma 2.4. Hence,

I0,[g] ⋆ I0,[g] ⊂ I0,[g].(3.3)

In a similar way we can show

I0,[g] ⋆ V[g] + V[g] ⋆ I0,[g] ⊂ V[g].(3.4)

From equations (3.1), (3.2), (3.3) and (3.4) we get

I[g] ⋆ I[g] = (I0,[g] ⊕ V[g]) ⋆ (I0,[g] ⊕ V[g]) ⊂ I[g].

Finally, observe that equation (2.2) and the above mentioned fact that g′ ∈ [g] implies

σ(g′) ∈ [g] give us φ(I0,[g]) = I0,[g] and φ(V[g]) = V[g]. Hence, we conclude φ(I[g]) =

I[g].

2. We have

(I0,[g] ⊕ V[g]) ⋆ (I0,[g′] ⊕ V[g′]) ⊂

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 24, pp. 45-65, June 2012



ELA

ON MATRIX HOM-ALGEBRAS 55

I0,[g] ⋆ I0,[g′] + I0,[g] ⋆ V[g′ ] + V[g] ⋆ I0,[g′] + V[g] ⋆ V[g′].(3.5)

Consider the fourth summand V[g] ⋆ V[g′ ] above and suppose there exist g1 ∈ [g]

and g2 ∈ [g′] such that MI(R)g1 ⋆ MI(R)g2 6= 0. As necessarily g1 6= −g2, then

σ(g1) + σ(g2) ∈ Σ. So {g1, g2,−σ(g1)} is a connection between g1 and g2. By

the transitivity of the connection relation we have g ∈ [g′], a contradiction. Hence

MI(R)g1 ⋆MI(R)g2 = 0 and so

V[g] ⋆ V[g′] = 0.(3.6)

Now consider the first summand I0,[g] ⋆ I0,[g′] in equation (3.5) and suppose there

exist g1 ∈ [g] and g2 ∈ [g′] such that

(MI(R)g1 ⋆MI(R)
−g1

) ⋆ (MI(R)g2 ⋆MI(R)
−g2

) 6= 0.

By hom-associativity, we have as in item 1 that

φ(MI(R)g1) ⋆ (MI(R)
−g1

⋆ φ−1(MI(R)g2 ⋆MI(R)
−g2

)) 6= 0

and so, taking into account equation (1.1), that

0 6= MI(R)
−g1

⋆ φ−1(MI(R)g2 ⋆MI(R)
−g2

) =

MI(R)
−g1

⋆ (φ−1(MI(R)g2) ⋆ φ
−1(MI(R)

−g2
)).

Finally, hom-associativity gives

(φ−1(MI(R)
−g1

) ⋆ φ−1(MI(R)g2)) ⋆MI(R)
−g2

6= 0.

From here, φ−1(MI(R)
−g1

) ⋆ φ−1(MI(R)g2) 6= 0 and by equation (1.1),

MI(R)
−g1

⋆MI(R)g2 6= 0,

what contradicts equation (3.6). Hence

I0,[g] ⋆ I0,[g′] = 0.

Finally, we note that the same above arguments also show

I0,[g] ⋆ V[g′] + V[g] ⋆ I0,[g′] = 0.

By equation (3.5) we get

(I0,[g] ⊕ V[g]) ⋆ (I0,[g′] ⊕ V[g′ ]) = 0

and so I[g] ⋆ I[g′] = 0.
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Proposition 3.1-1 lets us assert that for each g ∈ Σ, the graded R-submodule I[g]
is closed under the product in (MI(R), ⋆) and under φ. That is, I[g] is a graded

subalgebra of (MI(R), ⋆). Now we show that each I[g] is actually a graded ideal of

(MI(R), ⋆).

Theorem 3.2. The following assertions hold.

1. For each g ∈ Σ, the graded R-submodule

I[g] = I0,[g] ⊕ V[g]

of (MI(R), ⋆) associated to [g] is a graded ideal of (MI(R), ⋆).

2. If (MI(R), ⋆) is graded simple, then there exists a connection from g to g′

for each g, g′ ∈ Σ and MI(R)0 =
∑

g∈Σ

(MI(R)g ⋆MI(R)
−g).

Proof.

1. For each g′ ∈ [g] we have MI(R)g′ ⋆MI(R)0 ⊂ MI(R)σ(g′) ⊂ V[g] and so

V[g] ⋆MI(R)0 ⊂ V[g].(3.7)

By hom-associativity, we also have

(MI(R)g′ ⋆MI(R)
−g′) ⋆MI(R)0 =

(MI(R)g′ ⋆MI(R)
−g′) ⋆ φ(φ

−1(MI(R)0)) =

φ(MI(R)g′) ⋆ (MI(R)
−g′ ⋆ φ

−1(MI(R)0)) ⊂

MI(R)σ(g′) ⋆MI(R)
−σ(g′) ⊂ I0,[g]

and then

I0,[g] ⋆MI(R)0 ⊂ I0,[g].(3.8)

From equations (3.7) and (3.8) we get

I[g] ⋆MI(R)0 ⊂ I[g].

Taking into account the above observation and Proposition 3.1, we have

I[g] ⋆MI(R) = I[g] ⋆ (MI(R)0 ⊕ (
⊕

g′∈[g]

MI(R)g′)⊕ (
⊕

g′′ /∈[g]

MI(R)g′′)) ⊂ I[g].

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 24, pp. 45-65, June 2012



ELA

ON MATRIX HOM-ALGEBRAS 57

In a similar way we getMI(R)⋆I[g] ⊂ I[g] and, since φ(I[g]) = I[g] by Proposition

3.1-1, we conclude I[g] is a graded ideal of I.

2. The graded simplicity of (MI(R), ⋆) implies I[g] = MI(R). From here, it is

clear that [g] = Σ and MI(R)0 =
∑

g∈Σ

(MI(R)g ⋆MI(R)
−g).

Theorem 3.3. We have

MI(R) = U +
∑

[g]∈Σ/∼

I[g],

where U is an R-submodule of MI(R)0 and each I[g] is one of the graded ideals of

(MI(R), ⋆) described in Theorem 3.2-1, satisfying I[g] ⋆ I[g′] = 0 if [g] 6= [g′].

Proof. We have I[g] is well defined and, by Theorem 3.2-1, a graded ideal of

MI(R). By considering an R-submodule U of MI(R)0 such that MI(R)0 = U +

spanR{MI(R)g ⋆MI(R)
−g : g ∈ Σ}, we have

MI(R) = MI(R)0 ⊕ (
⊕

g∈Σ

MI(R)g) = U +
∑

[g]∈Σ/∼

I[g].

Finally Proposition 3.1-2 gives us I[g] ⋆ I[g′] = 0 if [g] 6= [g′].

Let us denote by Z(MI(R)) = {v ∈ MI(R) : v ⋆MI(R) +MI(R) ⋆ v = 0} the

center of MI(R).

Corollary 3.4. If Z(MI(R)) = 0 and MI(R)0 =
∑

g∈Σ

(MI(R)g ⋆MI(R)
−g).

Then (MI(R), ⋆) is the direct sum of the graded ideals given in Theorem 3.2,

MI(R) =
⊕

[g]∈Σ/∼

I[g],

being I[g] ⋆ I[g′] = 0 if [g] 6= [g′].

Proof. From MI(R)0 =
∑

g∈Σ

(MI(R)g ⋆ MI(R)
−g) it is clear that MI(R) =

∑

[g]∈Σ/∼

I[g]. The direct character of the sum follows from the facts I[g] ⋆ I[g′] = 0, if

[g] 6= [g′], and Z(MI(R)) = 0.

4. The simple components. In this section we consider an arbitrary graded

hom-associativity algebra over an arbitrary base field. We are interesting in studying

the conditions under which such an algebra decomposes as the direct sum of the family

of its simple graded ideals. Hence, from now on (M, ⋆) will denote a hom-associativity

algebra of arbitrary dimension and over an arbitrary base field K, graded by means
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of (G,+σ), the twist by an automorphism σ of an abelian group (G,+). That is,

M =
⊕

g∈G

Mg = M0 ⊕ (
⊕

g∈Σ

Mg)

with

Mg ⋆Mg′ ⊂ Mg+σg′ = Mσ(g)+σ(g′)(4.1)

for each g, g′ ∈ G, and where Σ := {g ∈ G \ 0 : Mg 6= 0} denotes the support of

the grading. Furthermore, the twisting map φ : M → M, (see Definition 1.1), is a

graded automorphism of (M, ⋆) with respect to σ. That is,

φ(Mg) ⊂ Mσ(g)(4.2)

for each g ∈ G. Note that if σ = IdG and φ = IdM, then we are dealing with the

particular case of an associative algebra graded by means of an abelian group. Hence

the results in this section extend those in [5]. We recall, see §1, that a graded ideal

of M is a linear subspace I of M satisfying I ⋆M +M ⋆ I ⊂ I and φ(I) = I; and

such that splits as I =
⊕

g∈G

Ig with each Ig = I∩M. We also recall that M is called

graded simple if M ⋆M 6= 0 and its only graded ideals are {0} and M.

As usual, we will denote by Z(M) = {v ∈ M : v ⋆M+M ⋆ v = 0} the center of

(M, ⋆).

Lemma 4.1. Suppose M0 =
∑

g∈Σ

(Mg ⋆ M−g). If I is a graded ideal of (M, ⋆)

such that I ⊂ M0, then I ⊂ Z(M).

Proof. Let I be a graded ideal of (M, ⋆) such that I ⊂ M0. By equation (4.1),

we have

I ⋆ (
⊕

g∈Σ

Mg) ⊂ (
⊕

g∈Σ

Mg) ∩M0 = 0

and so I ⋆ (
⊕

g∈Σ

Mg) = 0. In a similar way (
⊕

g∈Σ

Mg) ⋆ I = 0. Hence,

I ⋆ (
⊕

g∈Σ

Mg) = (
⊕

g∈Σ

Mg) ⋆ I = 0.(4.3)

Taking into account φ(I) = I, the hom-associativity of the product and equation

(4.3) give us

I ⋆ (Mg ⋆M−g) = φ(φ−1(I)) ⋆ (Mg ⋆M−g) =

(φ−1(I) ⋆Mg) ⋆ φ(M−g) = 0
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for each g ∈ Σ. In a similar way we get (Mg ⋆ M−g) ⋆ I = 0 and so, since M0 =
∑

g∈Σ

(Mg ⋆M−g), we obtain

I ⋆M0 +M0 ⋆ I = 0.(4.4)

From equations (4.3) and (4.4) we finally get I ⊂ Z(M).

Let us introduce the concepts of Σ-multiplicativity and maximal length in the

framework of graded hom-associative algebras, in a similar way to the ones for graded

associative algebras, graded Lie algebras, split Lie color algebras and split Leibniz

algebras (see [4, 5, 7, 8] for these notions and examples).

Definition 4.2. We say that a graded, by means of (G,+σ), hom-associative

algebra (M, ⋆) is Σ-multiplicative if given g, g′ ∈ Σ such that g +σ g′ ∈ Σ ∪ {0}, then

Mg ⋆Mg′ 6= 0.

Definition 4.3. It is said that a graded hom-associative algebra (M, ⋆) is of

maximal length if dimMg = 1 for each g ∈ Σ. We note that the above concepts

appear in a natural way in the study of gradings of algebras. In fact, one may expect

that there are problems which are naturally and more simply formulated exploiting

bases dictated by Σ-multiplicative and of maximal length gradings. Let us illustrate

this fact by considering the particular case of the (associative) matrix algebraMn(K),

in which the gradings induced by the Pauli matrices have been fundamental in the

study of the mathematical physics problems in [16] and [19], (see also [25]), as con-

sequence of being Σ-multiplicative and of maximal length. The general reason for

that is the fact that such gradings decompose Mn(K) into the direct sum of n2 sub-

spaces of dimension 1 (i.e. defines a basis of Mn(K) ), and that the generators are all

semisimple generators of the algebra. Let us describe these gradings in detail. Given

the matrix algebra M = M2(C), we can consider a Z2×Z2-grading on M associated

to the Pauli matrices

σ3 =

(

1 0

0 −1

)

, σ1 =

(

0 1

1 0

)

, σ2 =

(

0 i

−i 0

)

;

given by

M(0,0) =

{(

α 0

0 α

)}

, M(1,0) =

{(

β 0

0 −β

)}

M(0,1) =

{(

0 γ

γ 0

)}

, M(1,1) =

{(

0 δ

−δ 0

)}

,

with α, β, γ, δ ∈ C.
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If K contains a primitive n-th root of unit, then the Pauli matrices −σ3 and σ1

can be generalized to

Xa =















ǫn−1 0 0 · · · 0 0

0 ǫn−2 0 · · · 0 0

· · ·

0 0 0 · · · ǫ 0

0 0 0 · · · 0 1















and Xb =















0 1 0 · · · 0 0

0 0 1 · · · 0 0

· · ·

0 0 0 · · · 0 1

1 0 0 · · · 0 0















.

Since XaXb = ǫXbXa and Xn
a = Xn

b = I, we get the Zn × Zn-grading on the matrix

algebra M = Mn(K) given by M(k,l) = KXk
aX

l
b for all (k, l) ∈ Zn × Zn, being easy

to verify that the above grading on M = Mn(K) is Σ-multiplicative and of maximal

length. We note that in the paper [10] the term fine is used for each grading on

M = Mn(K) such that dim Mg ≤ 1 for each g ∈ G and it is justified the interest of

its study, being clear that each grading of maximal length is fine in the above sense.

In fact, it is proved in [2] for the zero characteristic case, (and extended later to

arbitrary characteristic), that each grading on Mn(K) can be obtained by combining

elementary gradings and Σ-multiplicative and of maximal length gradings.

Remark 4.4. Observe that the definitions, arguments and results given in Sec-

tions 2 and 3 for graded hom-associative algebras of the type MI(R) also hold for

our graded hom-associative algebras (M, ⋆).

Theorem 4.5. Let (M, ⋆) be a graded hom-associative algebra of maximal length

and Σ-multiplicative. Then (M, ⋆) is graded simple if and only Z(M) = 0, M0 =
∑

g∈Σ

(Mg ⋆M−g) and Σ has all of its elements connected.

Proof. Suppose (M, ⋆) is graded simple. It is easy to verify that Z(M) is a graded

ideal of M and so Z(M) = 0. Now, Theorem 3.2-2. and Remark 4.4 complete the

proof of the first implication. To prove the converse, consider I =
⊕

g∈G

Ig, where

Ig = I ∩Mg, a nonzero graded ideal of (M, ⋆). By the maximal length of (M, ⋆), if

we denote by ΣI := {g ∈ Σ : Ig 6= 0}, we can write I = I0 ⊕ (
⊕

g∈ΣI

Mg), being also

ΣI 6= ∅ as consequence of Lemma 4.1. Hence, we can take g0 ∈ ΣI being so

0 6= Mg0 ⊂ I.

Since the fact φ(I) = I and equation (4.2) give us that

if g ∈ ΣI then {σz(g) : z ∈ Z} ⊂ ΣI,(4.5)

we get

{Mσz(g0) : z ∈ Z} ⊂ I.(4.6)
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Now consider a g′ ∈ Σ such that g′ /∈ {±σz(g0) : z ∈ Z}. The fact that g0 and g′ are

connected gives us a connection {g1, g2, . . . ., gk}, k ≥ 2, from g0 to g′ such that

g1 = σn(g0) for some n ∈ N.

σ(g1) + σ(g2) ∈ Σ

σ2(g1) + σ2(g2) + σ(g3) ∈ Σ

· · · · · · · · ·

σi(g1) + σi(g2) + σi−1(g3) + · · ·+ σ(gi+1) ∈ Σ

· · · · · · · · ·

σk−2(g1) + σk−2(g2) + σk−3(g3) + · · ·+ σk−i(gi) + · · ·+ σ(gk−1) ∈ Σ

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · · + σk−i+1(gi) + · · · + σ(gk) = ǫσm(g′)

for some m ∈ N and ǫ ∈ {±}.

Since g1, g2 ∈ Σ and also g1 +σ g2 = σ(g1) + σ(g2) ∈ Σ, the Σ-multiplicativity

and maximal length of M give us 0 6= Mg1 ⋆Mg2 = Mσ(g1)+σ(g2). Now taking into

account that 0 6= Mg1 ⊂ I as consequence of equation (4.6) we get

0 6= Mσ(g1)+σ(g2) ⊂ I.

We can argue in a similar way from σ(g1) + σ(g2), g3 and (σ(g1) + σ(g2)) +σ g3 =

σ2(g1) + σ2(g2) + σ(g3) to get

0 6= Mσ2(g1)+σ2(g2)+σ(g3) ⊂ I.

Following this process with the connection {g1, g2, . . . ., gk} we obtain that

0 6= Mσk−1(g1)+σk−1(g2)+σk−2(g3)+···+σk−i+1(gi)+···+σ(gk) ⊂ I

and so either Mσm(g′) ⊂ I or M−σm(g′) ⊂ I.

Now taking into account equations (4.5) and (4.6), we get

either {Mσz(g) : z ∈ Z} ⊂ I or {Mσz(−g) : z ∈ Z} ⊂ I for each g ∈ Σ.(4.7)

Observe that equation (4.7) can be reformulated by asserting that given any g ∈ Σ

either {σz(g) : z ∈ Z} or {σz(−g) : z ∈ Z} is contained in ΣI. Since M0 =
∑

g∈Σ

(Mg ⋆M−g) we have as a consequence that

M0 ⊂ I.(4.8)

We also have that in case g,−g ∈ ΣI for some g ∈ Σ, then ΣI = Σ. Indeed, given

any g′ ∈ Σ, g′ /∈ {±σz(g) : z ∈ Z}, there exists a connection

{g1, g2, . . . , gk} ⊂ Σ,
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k ≥ 2, from g′ to g. So

g1 = σn(g′),

for some n ∈ N and

σk−1(g1) + σk−1(g2) + σk−2(g3) + · · ·+ σk−i+1(gi) + · · ·+ σ(gk) = ǫσm(g)

for some m ∈ N and ǫ ∈ {±}. From here, we have that the set

{σm(ǫg),−σ(gk),−σ3(gk−1), . . . ,−σ2i+1(gk−i), . . . ,−σ2k−3(g2)} ⊂ Σ

is a connection from ǫg to g′, (see equation (2.7) in the proof of Proposition 2.7 and

Remark 4.4), and by arguing with the Σ-multiplicativity and maximal length of M

as above we get that

(· · · ((Mσm(ǫg) ⋆M−σ(gk)) ⋆M−σ3(gk−1)) · · ·) ⋆M−σ2k−3(g2) = Mσ2k+n−2(g′).

From here, taking into account Mg⊕M−g ⊂ I and so, by equation (4.5), {M±σz(g) :

z ∈ Z} ⊂ I we get Mσ2k+n−2(g′) ⊂ I and, taking again into account equation (4.5),

that Mg′ ⊂ I. Hence, ΣI = Σ. This fact joint to equation (4.8) let us assert:

If g,−g ∈ ΣI for some g ∈ Σ, then I = M.(4.9)

Since 0 6= M0 =
∑

g∈Σ

(Mg ⋆M−g) and Z(M) = 0, and taking also into account the

hom-associativity of M, there exist g, g′ ∈ Σ such that

either (Mg ⋆M−g) ⋆Mg′ 6= 0 or Mg′ ⋆ (Mg ⋆M−g) 6= 0.(4.10)

From here, equation (4.7) and the maximal length of M give us

0 6= Mg′ ⊂ I.

This fact, joint with equation (4.10) and the hom-associativity and maximal length

of M, implies that

either 0 6= Mσ(−g)+g′ ⊂ I or 0 6= Mg′+σ(g) ⊂ I.(4.11)

We also know that either g ∈ ΣI or −g ∈ ΣI, (equation (4.7)). Suppose we have the

case g ∈ ΣI. Equation (4.11) and the Σ-multiplicativity and maximal length of M

give us either

Mσ(−g)+g′ ⋆M−g′ = Mσ2(−g) ⊂ I

or

Mσ(g) ⋆M−g′−σ(g) = Mσ(−g′) ⊂ I,
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(the last equality uses the fact that g ∈ ΣI implies σ(g) ∈ ΣI). From here, equation

(4.5) gives us either M−g ⊂ I or M−g′ ⊂ I. Now, equation (4.9) let us conclude

I = M. In the case −g ∈ ΣI, we have in a similar way that either M−g ⋆Mg−σ(g′) =

Mσ2(−g′) ⊂ I or Mg′+σ(g) ⋆ M−g′ = Mσ2(g) ⊂ I and so equation (4.9) let us also

conclude I = M. Consequently M is graded simple.

Theorem 4.6. Let (M, ⋆) be a graded hom-associative algebra of maximal length,

Σ-multiplicative, with Z(M) = 0 and satisfying M0 =
∑

g∈Σ

(Mg ⋆M−g). Then

M =
⊕

[g]∈Σ/∼

I[g],

where each I[g] is a graded simple (graded) ideal having its support, ΣI[g]
, with all of

its elements ΣI[g]
-connected.

Proof. By Corollary 3.4 and Remark 4.4,

M =
⊕

[g]∈Σ/∼

I[g]

is the direct sum of the ideals

I[g] = I0,[g] ⊕ V[g] = spanK{Mg′ ⋆M−g′ : g′ ∈ [g]} ⊕
⊕

g′∈[g]

Mg′ ,

having any I[g] as support ΣI[g]
= [g]. In order to apply Theorem 4.5 to each I[g],

observe that the Σ-multiplicativity of M and Proposition 3.1-2 show that ΣI[g]
has

all of its elements ΣI[g]
-connected, that is, connected through connections contained

in ΣI[g]
. We also have that each of the I[g] is Σ-multiplicative as consequence of the

Σ-multiplicativity of M. Clearly I[g] is of maximal length, and finally ZI[g]
(I[g]) = 0,

(where ZI[g]
(I[g]) denotes de center of I[g] in I[g]), as consequence of I[g] ⋆ I[g′] = 0 if

[g] 6= [g′], (Theorem 3.3), and Z(M) = 0. We can apply Theorem 4.5 to any I[g] so as

to conclude I[g] is graded simple. It is clear that the decomposition M =
⊕

[g]∈Σ/∼

I[g]

satisfies the assertions of the theorem.
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