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EVENTUAL PROPERTIES OF MATRICES∗

LESLIE HOGBEN† AND ULRICA WILSON‡

Abstract. An eventual property of a matrix M ∈ Cn×n is a property that holds for all powers
Mk, k ≥ k0, for some positive integer k0. Eventually positive and eventually nonnegative matrices
have been studied extensively, and some results are known for eventually r-cyclic matrices. This
paper introduces and establishs properties of eventually reducible matrices, establishs properties of
the eigenstructure of eventually r-cyclic matrices, and answers affirmatively a question of Zaslavsky
and Tam about eventually nonnegative matrices.
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1. Introduction. A matrix M ∈ Cn×n is eventually positive (respectively, even-
tually nonnegative) if there exists a positive integer k0 such that for all k ≥ k0, M

k > 0
(respectively, Mk ≥ 0). Eventually positive matrices and eventually nonnegative ma-
trices have applications to control theory and have been studied extensively since their
introduction in [5] by Friedland; see [2, 3, 4, 6, 7, 8, 10, 11] and the references therein.
A matrix M is eventually irreducible if there exists a positive integer k0 such that
for all k ≥ k0, M

k is irreducible. Eventually irreducible matrices were introduced by
Zaslavsky and Tam in [11], where they showed a matrix that is eventually irreducible
and eventually nonnegative is eventually positive. Eventually r-cyclic matrices were
introduced in [6].

Following the usual protocol, a matrix is eventually reducible if there exists a
positive integer k0 such that for all k ≥ k0, M

k is reducible. Any irreducible nilpo-

tent matrix of order at least 2, such as
[

1 1
−1 −1

]

, is an example of an eventually

reducible matrix that is not reducible. A more interesting example is given in Ex-
ample 3.1 in Section 3. Clearly, an eventually nonnegative matrix will either have
an irreducible nonnegative power so the analysis in [6] applies, or every nonnegative
power is reducible, in which case the matrix is eventually reducible. Thus, results
about eventually reducible matrices provide information for the study of eventually
nonnegative matrices.
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In [11], Zaslavsky and Tam raise a variety of open questions concerning eventually
nonnegative matrices, and in Section 2, we answer one of these questions affirmatively
for several eventual properties that include eventually nonnegative matrices, eventu-
ally positive matrices, eventually reducible matrices (see Theorem 2.9 below); the
analogous result for eventually r-cyclic matrices is established in Section 4 (see The-
orem 4.3 below). In Section 2, we also show that if M is eventually reducible, then it
is eventually reducible with a fixed partition (see Theorem 2.6 below); the analogous
result for eventually r-cyclic matrices is established in Section 4 (see Theorem 4.1
below). In Section 3, we establish various properties of eventually reducible matrices.
It is shown in [6] that an eventually r-cyclic matrix M having rankM2 = rankM is
r-cyclic. We establish the analogous result for eventually reducible matrices, namely
that an eventually reducible matrix M having rankM2 = rankM is reducible. The
implication of these results is that to determine whether an n× n matrix M is even-
tually reducible or eventually r-cyclic, only Mn and Mn+1 need be checked for the
desired property (see Corollary 3.7 and Theorem 4.6 below). In Section 4, we also
show that the spectrum of an eventually r-cyclic matrix is invariant under multi-
plication by a primitive rth root of unity, extending the well known result that the
spectrum of an r-cyclic matrix is invariant under such multiplication, and establish
relationships between eigenvectors.

In the remainder of this section, we introduce additional notation and terminol-
ogy. If M ∈ Cn×n and R,C ⊆ {1, 2, . . . , n}, then M [R|C] denotes the submatrix of
M whose rows and columns are indexed by R and C, respectively. For an ordered
partition Π = (V1, . . . , Vs) of {1, . . . , n} into s ≥ 2 nonempty sets, a square matrix M

is Π-reducible if M [Vi|Vj ] = 0 for i > j. We say M is reducible if M is Π-reducible for
some such partition Π; M is irreducible if M is not reducible.

An ordered partition Π = (V1, . . . , Vs) of {1, . . . , n} into s ≥ 2 nonempty sets is
consecutive if V1 = {1, . . . , i1}, V2 = {i1 + 1, . . . , i2}, . . . , Vs = {is−1 + 1, . . . , n}. Ob-
serve that if Π = (V1, . . . , Vs) is a consecutive ordered partition into s ≥ 2 nonempty
sets and M ∈ Cn×n is Π-reducible, then

M =















M11 M12 · · · M1,s−1 M1s

0 M22 · · · M2,s−1 M2s

...
...

. . .
...

...
0 0 · · · Ms−1,s−1 Ms−1,s

0 0 · · · 0 Mss















,

where Mij = M [Vi|Vj ].

2. Eventual properties. To discuss matrices that eventually have a property
from a general perspective that is valid for several properties, we introduce additional
terminology for properties. Defining a class P of n × n matrices is equivalent to
defining the property of being a member of the class, and we will use both the terms
“class” and “property”. We use the term nonempty property to mean there is a matrix
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that has property P .

Definition 2.1. Let P be a nonempty property. A matrix M ∈ Cn×n is
eventually P if there exists a positive integer k0 such that for all k ≥ k0, M

k ∈ P .

Definition 2.1 coincides with the usual definition of eventually nonnegative matri-
ces and eventually positive matrices, and with the definition of eventually reducible
matrices given in the introduction.

Definition 2.2. A nonempty property P is power hereditary if Mk+ℓ ∈ P
whenever Mk ∈ P and M ℓ ∈ P.

Clearly, the properties of nonnegativity and positivity are power hereditary. How-
ever, it is not immediately clear that reducibility is a power hereditary property be-
cause the partition used to reduce Mk might vary with k. Similarly, in the definition
of an eventually reducible matrix M given above, the partition used to reduce Mk

might vary with k. The next definition fixes the partition to avoid this potential
difficulty.

Definition 2.3. For an ordered partition Π = (V1, . . . , Vs) of {1, . . . , n} into
s ≥ 2 nonempty sets, a matrix M is eventually Π-reducible if there exists a positive
integer k0 such that for all k ≥ k0, M

k is Π-reducible.

Clearly, the property of Π-reducibility is power hereditary. To establish the equiv-
alence of eventual reducibility and eventual Π-reducibility, we need the well known
“postage stamp” lemma. This follows from the fact that if S is a nonempty set of
positive integers that is closed under addition and d = gcd(S), then there exists a
positive integer t0 such that for all t ≥ t0, td ∈ S [1, Lemma 3.4.2].

Lemma 2.4. Let k1, k2, . . . , kr ∈ Z+ with gcd(k1, k2, . . . , kr) = d. Then there
exists K = K(k1, k2, . . . , kr) such that for all k ≥ K, kd =

∑r
i=1 xiki for some

nonnegative integers x1, x2, . . . , xr.

The next corollary has been observed by various authors for the properties even-
tually positive and eventually nonnegative in the case r = 2.

Corollary 2.5. Let k1, k2, . . . , kr ∈ Z+ with gcd(k1, k2, . . . , kr) = 1. If P is a
power hereditary property and Mki ∈ P for all i = 1, . . . , r then M is eventually P.

Proof. Since gcd(k1, k2, . . . , kr) = 1, by Lemma 2.4 there exists an integer k0 such
that every integer k ≥ k0 is a nonnegative linear combination of k1, k2, . . . , kr. Since
Mki ∈ P for all i = 1, . . . , r and P is power hereditary, Mk ∈ P for every k ≥ k0.

Corollary 2.5 applies to Π-reducible matrices, and we use this to show that the
two definitions related to eventual reducibility are equivalent.

Theorem 2.6. Every eventually reducible matrix M ∈ Cn×n is eventually Π-
reducible for some ordered partition Π.

Proof. Suppose M is not eventually Π-reducible for any ordered partition Π of
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{1, . . . , n} into s ≥ 2 nonempty sets. Let P = {Π1, . . . ,Πp} be the set of ordered
partitions of {1, . . . , n} into s ≥ 2 nonempty sets (note that there are only finitely
many such partitions). For each ordered partition Πi ∈ P , define

Si = {k ∈ Z
+ : Mk is Πi-reducible}.

If for some Πj ∈ P , gcd(Sj) = 1, then by Corollary 2.5 M is eventually Πj-reducible.
So gcd(Si) = di > 1 for i = 1, . . . , p. For ℓ ∈ Z+, define u = ℓd1 · · · dp + 1. Then
u 6∈ Si for all i = 1, . . . , p. Since Mu is not reducible with any partition, Mu is
irreducible. Since there exists u > ℓ with Mu irreducible for every ℓ ∈ Z

+, M is not
eventually reducible.

Notice that Corollary 2.5 requires at least two relatively prime powers. It is
known that having a single power that is positive (or nonnegative) is not sufficient
to ensure a matrix is eventually positive (or eventually nonnegative). Similarly, a
reducible power of a matrix does not guarantee the matrix is eventually reducible, as
seen in the next example.

Example 2.7. Let M =

[

2 1
3 −2

]

. Then M2 =

[

7 0
0 7

]

is reducible, and clearly

M2k+1 = 7kM is not reducible, so M is not eventually reducible.

In their study of eventually nonnegative matrices, Zaslavsky and Tam raised the
following question.

Question 2.8. [11, Question 6.5] Let M ∈ Cn×n and

S = {k : k is a nonnegative integer and Mk+1 ≥ 0}.
If for every positive integer p, there exists k ∈ S such that p divides k, does it follow
that M is eventually nonnegative?

We can now answer this question affirmatively not only for nonnegative matri-
ces but also for any property of square matrices that is power hereditary, including
positive and reducible; a version appropriate for r-cyclic appears in Section 4.

Theorem 2.9. Let P be a power hereditary property. For M ∈ Cn×n, let

S = {k : k is a nonnegative integer and Mk+1 ∈ P}.
If for every positive integer p there exists k ∈ S such that p divides k, then M is
eventually P.

Proof. Assume the hypothesis. If S = ∅, then there would be no k ∈ S such that
p divides k, so S 6= ∅. Define T = {k ∈ Z

+ : Mk ∈ P}. Note that k ∈ S if and only
if k + 1 ∈ T . Let gcd(T ) = d. By hypothesis, there is an ℓ ∈ S such that d divides
ℓ. Since d divides k + 1 for every k ∈ S, d divides ℓ + 1. Thus gcd(T ) = 1, and
there is some finite subset {k1, k2, . . . , kr} ⊆ T with gcd(k1, k2, . . . , kr) = 1. So M is
eventually P by Corollary 2.5.

Corollary 2.10. Let M ∈ Cn×n and S = {k ∈ Z : k ≥ 0 and Mk+1 ≥ 0}.
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If for every p ∈ Z+, there exists k ∈ S such that p divides k, then M is eventually
nonnegative.

The hypothesis of Theorem 2.9 and Corollary 2.10, that for every positive integer
p there exists k ∈ S such that p divides k, can be weakened to: for every prime p

there exists k ∈ S such that p divides k.

Note that eventually irreducible matrices are fundamentally different from most
of the other classes we discuss, where M is P trivially implies M is eventually P ,
and the converse is false. The opposite is true for irreducibility: if M is eventually
irreducible, then M is necessarily irreducible, but not conversely. Irreducibility is not
power hereditary, as any irreducible nilpotent matrix shows.

3. Eventually reducible matrices. We begin this section with an example of
an irreducible, eventually reducible matrix M that we decompose into a sum of a
reducible matrix M1 having rankM1

2 = rankM1 and a nilpotent matrix M0 with
M0M1 = M1M0 = 0. Theorem 3.5 below shows that every eventually reducible
matrix has this type of decomposition.

Example 3.1. The matrix

M =

















1 1 −2 1 0 −1
3 0 −3 0 1 −1
−4 −1 5 −1 −1 2
1 1 1 1 1 −2
1 1 1 3 0 −3
1 1 1 −4 −1 5

















is eventually reducible, because M2 and M3 are reducible with ordered partition
Π = ({1, 2, 3}, {4, 5, 6}). Clearly, M is irreducible. Furthermore, if we define

M1 =

















1 1 −2 1 0 −1
3 0 −3 0 1 −1
−4 −1 5 −1 −1 2
0 0 0 1 1 −2
0 0 0 3 0 −3
0 0 0 −4 −1 5

















and M0 =

















0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0

















,

we see that M = M1 +M0, M1 is reducible, rankM1
2 = rankM1, M1M0 = M0M1 =

0, M0
2 = 0, and for all k ≥ 2, Mk = M1

k.

For M ∈ Cn×n and a consecutive partition Π = (V1, V2) of {1, . . . , n} with V1 =
{1, . . . , t} and V2 = {t+ 1, . . . , n}, we denote the 2× 2 block matrix partition of Mk

defined by Π as

Mk =

[

(Mk)11 (Mk)12
(Mk)21 (Mk)22

]

,
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where (Mk)11 is t × t. The next lemma gives the key step in the proof that an
eventually Π-reducible matrix M with rankM = rankM2 is Π-reducible.

Lemma 3.2. Suppose M ∈ Cn×n, rankM2 = rankM and there is a consecutive
partition Π = (V1, V2) such that (M2)21 = (M3)21 = 0 in the 2 × 2 block matrix
partition defined by Π. Then M21 = 0, i.e., M itself is Π-reducible.

Proof. Denote the partitioned form of M as

[

A B

C D

]

with A a t × t matrix.

Since (M2)21 = 0, we have M2 =

[

A2 +BC AB +BD

0 CB +D2

]

. Since rankM2 = rankM ,

kerM2 = kerM . If v ∈ ker(A2 +BC), then [vT , 0T ]T ∈ kerM2, so v ∈ kerA∩kerC.
Thus,

(3.1) ker(A2 +BC) = kerA ∩ kerC.

Since (M3)21 = 0,

C(A2 +BC) = 0.

Thus,

(3.2) range(A2 +BC) ⊆ kerC.

Since kerM4 = kerM2,

ker(A2 +BC)2 = ker(A2 +BC).

Thus,

(3.3) range(A2 +BC) ∩ ker(A2 +BC) = {0},

From (3.1) and (3.2),

range(A2 + BC), ker(A2 +BC) ⊆ kerC,

and from (3.3), we have

dim(range(A2 +BC) + ker(A2 +BC)) = rank(A2 +BC) + dim(ker(A2 +BC))

i.e., t ≤ dimkerC. Since C is an (n− t)× t matrix, we conclude C = 0.

Observe that Example 3.1 does not contradict Lemma 3.2 because rankM = 5
but rankM2 = 4.

Theorem 3.3. Let M ∈ Cn×n and Π = (V1, V2, . . . , Vs) be an ordered partition
of {1, . . . , n} into s ≥ 2 nonempty sets. If rankM2 = rankM , then M is eventually
Π-reducible if and only if M is Π-reducible.

Proof. Without loss of generality (by use of a permutation similarity if necessary),
we assume M ∈ Cn×n is eventually Π-reducible with a consecutive ordered partition

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 23, pp. 953-965, December 2012



ELA

Eventual Properties of Matrices 959

Π. First we assume Π = (V1, V2) and we write M as a 2×2 block matrix

[

M11 M12

M21 M22

]

with square diagonal blocks. We show by induction on k0 that (Mk)21 = 0 for all
k ≥ k0 implies M21 = 0. Lemma 3.2 gives us the case k0 = 2. Assume true for k0 < ℓ.
Assume M is a matrix such that for all integers k ≥ ℓ, (Mk)21 = 0. Let u = ℓ − 1
and set H = Mu. Then rankH = rankMu = rankM2u = rankH2. Since ℓ > 2,
2u = 2(ℓ − 1) > ℓ and thus (H2)21 = 0 = (H3)21. So, by applying Lemma 3.2 to
H = Mu, we have (Mu)21 = H21 = 0. Thus, (Mk)21 = 0 for all k ≥ ℓ− 1, and so by
the induction hypothesis, M21 = 0.

Now suppose that M is eventually reducible with an ordered partition Π =
(V1, V2, . . . , Vs) into s > 2 nonempty sets. For j = 1, 2, . . . , s − 1, define an ordered
partition into two sets Πj = (∪j

i=1Vi,∪s
j+1Vi). Since M is eventually Π-reducible, M

is eventually Πj-reducible for j = 1, . . . , s − 1. Since Πj is a partition into two sets,
M is Πj-reducible. Since M is Πj-reducible for j = 1, . . . , s− 1, M is Π-reducible.

The next corollary is a consequence of Theorems 2.6 and 3.3.

Corollary 3.4. Let M ∈ Cn×n have rankM2 = rankM . Then M is eventually
reducible if and only if M is reducible.

The index of an eigenvalue λ of M ∈ Cn×n is the multiplicity of λ as a root of
the minimal polynomial of M , or equivalently the maximum size of a Jordan block
for λ; if λ is not an eigenvalue, the index of λ for M is zero. For M ∈ Cn×n,
rankM2 = rankM if and only if the index of the number zero for M is at most one.
It is shown in [11, Theorem 3.6] that any M ∈ Cn×n has a unique decomposition
M = M1 + M0 where the index of the number zero for M1 is at most one, M0 is
nilpotent, and M1M0 = M0M1 = 0. The next theorem follows from this result and
Theorem 3.3.

Theorem 3.5. If Π is an ordered partition of {1, . . . , n} into s ≥ 2 nonempty
sets and M ∈ C

n×n is eventually Π-reducible, then for the unique decomposition
M = M1 +M0 such that rankM1

2 = rankM1, M1M0 = M0M1 = 0, and M0
n = 0,

M1 is Π-reducible.

It is well known from results in [5] that an eventually positive (or nonnegative)
n × n matrix may need to be raised to an arbitrarily large power before it becomes
positive. This is not the case for an eventually reducible matrix, as the next two
corollaries show.

Corollary 3.6. Let Π = (V1, V2, . . . , Vs) be an ordered partition of {1, . . . , n}
into s ≥ 2 nonempty sets and let M ∈ C

n×n. Then the following are equivalent:

1. M is eventually Π-reducible.
2. Mn and Mn+1 are Π-reducible.
3. For every integer k ≥ n, Mk is Π-reducible.
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Corollary 3.7. Let M ∈ Cn×n. Then the following are equivalent:

1. M is eventually reducible.
2. Mn and Mn+1 are reducible.
3. For every integer k ≥ n, Mk is reducible.

Remark 3.8. The extension of Corollary 3.4 to Corollary 3.7 applies to any
power hereditary property P for which M is P whenever M is eventually P and
rankM2 = rankM .

4. Eventually r-cyclic matrices. In this section, we establish properties of an
eventually r-cyclic matrix. For r ≥ 2, a square matrix B ∈ C

n×n is called r-cyclic if
there exists an ordered partition Π = (V1, . . . , Vr) of {1, . . . , n} into r nonempty sets
such that B[Vi|Vj ] = 0 unless j ≡ i + 1 mod r. Such a matrix is also called r-cyclic
with partition Π. For an r-cyclic matrix B, there exists a permutation matrix P such
that PBPT has the block form

(4.1)

















0 B12 0 · · · 0
0 0 B23 · · · 0
...

...
. . .

. . .
...

0 0 · · · . . . Br−1,r

Br1 0 0 · · · 0

















,

where the diagonal 0 blocks are square and the blocks Bj,j+1, j = 1, . . . , r may be
rectangular (as an index r + 1 is interpreted as 1). If B is r-cyclic with consecutive
ordered partition Π, then B itself has the block form (4.1).

Any power of a nonnegative (respectively, reducible) matrix remains nonnegative
(respectively, reducible), whereas it is not true that if B is r-cyclic then Bk is r-
cyclic for all k ∈ Z+. To discuss eventually r-cyclic matrices and their powers, we
need some additional terminology, much of which is taken from [6]. For an ordered
partition Π = (V1, . . . , Vr) of {1, . . . , n} into r nonempty sets, the characteristic matrix
CΠ = [cij ] of Π is the n×n matrix such that cij = 1 if there exists ℓ ∈ {1, . . . , r} such
that i ∈ Vℓ and j ∈ Vℓ+1 and cij = 0 otherwise. Note that for any ordered partition
Π = (V1, . . . , Vr) of {1, . . . , n} into r nonempty sets, CΠ is r-cyclic. For matrices
M = [mij ], C = [cij ] ∈ Cn×n, matrix M conforms to C if for all i, j = 1, . . . , n,
cij = 0 implies mij = 0. For an ordered partition Π of {1, . . . , n} into r nonempty
sets, B is r-cyclic with partition Π if and only if B conforms to CΠ. It should be
noted that what we here call “conforms to” was referred to as “conformal with” in
[6]. The latter terminology is unfortunate, because “conformal with” usually means
having the same block structure or partitioning, not having zeros in a certain pattern.

For a positive integer r ≥ 2, a matrix M ∈ Cn×n is eventually r-cyclic if there
exists a positive integer k0 such that k ≥ k0 and k ≡ 1 mod r implies Mk is r-
cyclic (this definition allows the partition into r nonempty sets to depend on k).
For an ordered partition Π = (V1, . . . , Vs) of {1, . . . , n} into s ≥ 2 nonempty sets, a
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matrix M is eventually r-cyclic with partition Π if there exists an ordered partition
Π of {1, . . . , n} into r ≥ 2 nonempty sets, and a positive integer k0 such that for all
k ≥ k0, M

k conforms to CΠ
k (this is the way that ‘eventually r-cyclic’ is defined in

[6]). We will show that M is eventually r-cyclic (as defined here) implies that there is
a partition Π such that M is eventually r-cyclic with partition Π. Of course, if M is
an r-cyclic matrix, then there is a partition Π such that M is r-cyclic with partition
Π, so Mk conforms to CΠ

k, and M is eventually r-cyclic with partition Π.

Theorem 4.1. If M ∈ Cn×n is eventually r-cyclic, then there is some ordered
partition Π such that M is eventually r-cyclic with partition Π.

Proof. Suppose M is eventually r-cyclic for r ≥ 2, i.e., there is a positive integer
k0 such that k ≥ k0 and k ≡ 1 mod r implies Mk is r-cyclic. Let P = {Π1, . . . ,Πp}
be the set of all ordered partitions of {1, . . . , n} into r nonempty sets. For each ordered
partition Πi ∈ P , define

Si = {k ∈ Z
+ : k ≡ 1 mod r and Mk is r-cyclic with partition Πi}

and di = gcd(Si). Define u = rk0d1 · · · dp+1. Then Mu is r-cyclic with some ordered
partition Πj , so u ∈ Sj and dj divides u. Since dj also divides u − 1 = rk0d1 · · · dp,
dj = 1. Then 1 = gcd(k1, . . . , ks) for some k1, . . . , ks ∈ Sj , and by [1, Lemma 3.4.2],
there is a positive integer t0 so that for all k ≥ t0, k is a nonnegative linear combination
of k1, . . . , ks. Then Mk conforms to CΠj

k and so M is r-cyclic with partition Π.

Recall that in Section 2 we proved a generalized answer to a question of Zaslavsky
and Tam. An analogous result is true for eventually r-cyclic matrices, but we need
to refine our terminology for power hereditary properties, because the situation for
powers of r-cyclic matrices is more delicate. We extend the definition of a property
to include a family of classes indexed by the positive integers: For each k ∈ Z

+,
let P(k) denote a class of n × n matrices. The matrix A has indexed property P if
Ak ∈ P(k). A nonempty indexed property P is power hereditary if Mk+ℓ ∈ P(k + ℓ)
whenever Mk ∈ P(k) and M ℓ ∈ P(ℓ). Of course, an (ordinary) property P that is
power hereditary can be viewed as a power hereditary indexed property by defining
P(k) = P for all k ∈ Z+. We use the notion of an indexed property to describe the
behavior of the powers of r-cyclic matrices. For an ordered partition Π of {1, . . . , n}
into r ≥ 2 nonempty sets, define the indexed property CΠ by

CΠ(k) = {M ∈ C
n×n : M conforms to CΠ

k}.

Observe that CΠ(k + r) = CΠ(k). This definition has the desirable result that if
M ∈ CΠ(1), then Mk ∈ CΠ(k). For an ordered partition Π into r nonempty sets, M
is r-cyclic with partition Π if and only if M has the indexed property CΠ.

We now restate Corollary 2.5 and Theorem 2.9 for indexed properties, omitting
the proofs, which adapt naturally to an indexed property.

Proposition 4.2. Let k1, k2, . . . , kr ∈ Z+ with gcd(k1, k2, . . . , kr) = 1. If P is
a power hereditary indexed property and Mki ∈ P(ki) for all i = 1, . . . , r, then M is
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eventually P.

Theorem 4.3. Let P be a power hereditary indexed property. For M ∈ Cn×n,
let S = {k : k is a nonnegative integer and Mk+1 ∈ P(k + 1)}. If for every positive
integer p there exists k ∈ S such that p divides k, then M is eventually P.

As is the case for properties discussed earlier, it is possible to have a matrix that
is not eventually r-cyclic even though it has an r-cyclic power.

Example 4.4. Let M =

[√
3 1

−1
√
3

]

. Then M3 =

[

0 8
−8 0

]

is 2-cyclic, and

clearly M6k+1 = (−64)kM does not conform to any power of CΠ for either of the
two ordered partitions Π of {1, 2} into two nonempty sets, so M is not eventually
2-cyclic.

We will use the following result (as originally stated it was for real matrices but
it is clear the proof is valid for complex matrices).

Theorem 4.5. [6, Corollary 2.8] Let Π be an ordered partition of {1, . . . , n}
into r ≥ 2 nonempty sets and let M ∈ Cn×n have rankM2 = rankM . Then M is
eventually r-cyclic with partition Π if and only if M is r-cyclic with partition Π.

Theorem 4.6. Let Π be an ordered partition of {1, . . . , n} into r ≥ 2 nonempty
sets and let M ∈ Cn×n. Then the following are equivalent:

1. M is eventually r-cyclic with partition Π.
2. For the unique decomposition M = B + N that satisfies rankB2 = rankB,

BN = NB = 0, and Nn = 0 [11, Theorem 3.6], B is r-cyclic with partition
Π.

3. For all k ≥ n, Mk conforms to CΠ
k.

4. M qr conforms to CΠ
r and M qr+1 conforms to CΠ where q = ⌈n

r ⌉.
Proof. (2) ⇒ (3) and (3) ⇒ (4) are immediate. (4) ⇒ (1) is a consequence of

Proposition 4.2. So assume M is eventually r-cyclic with partition Π. Decompose
M ∈ C

n×n as M = B +N as specified. Since M is eventually r-cyclic with partition
Π, B is eventually r-cyclic with partition Π. Since rankB2 = rankB, B is r-cyclic
with partition Π.

Remark 4.7. A result analogous to Theorem 4.6 also holds when ‘r-cyclic’
is replaced by a power hereditary indexed property P for which M is P whenever
rankM = rankM2 and M is eventually P .

We now turn our attention to the eigenstructure of an eventually r-cyclic matrix.
If σ = {λ1, . . . , λt} is a finite multiset of complex numbers, ω ∈ C, and k ∈ Z+, then
ωσ = {ωλ1, . . . , ωλt} and σk = {λ1

k, . . . , λt
k}. If σ = ωσ, then we say that σ is

ω-invariant.

For an r-cyclic matrix B of the form (4.1), define

Aj = (Bj,j+1 · · ·Br−1,rBr1)(B12 · · ·Bj−1,j), j = 1, . . . , r.
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Then by [1, Theorem 3.4.7] there exists a polynomial f(x) and nonnegative integers
pj , j = 1, . . . , r such that the following hold.

1. f(0) 6= 0.
2. The characteristic polynomial of Aj is f(x)xpj for j = 1, . . . , r.
3. The characteristic polynomial of B is f(xr)xp1+···+pr .

Consequently, if B ∈ C
n×n is r-cyclic, then σ(B) is ω-invariant, where ω = e2πi/r and

i =
√
−1. We adopt much of the terminology of [11], introducing new terms as needed.

For a finite multiset σ of complex numbers, the radius of σ is ρ(σ) = max{|λ| : λ ∈ σ}
and the periphery or boundary of σ is ∂(σ) = σ ∩ {z ∈ C : |z| = ρ(σ)}. We say σ is
a Frobenius multiset if for r = |∂(σ)|, ω = e2πi/r, and Zr = {1, ω, ω2, . . . , ωr−1} we
have

1. ρ(σ) > 0,
2. ∂(σ) = ρ(σ)Zr , and
3. σ is ω-invariant.

Although not explicitly stated in [11], the next result is implicitly established
within Zaslavsky and Tam’s proof of Friedland’s lemma that the spectrum of an even-
tually nonnegative matrix is the union of self-conjugate Frobenius multisets. Because
the statement is quite different, we include the brief proof here.

Theorem 4.8. [11, Theorem 3.1] Let σ be a multiset of complex numbers and
let r = |∂(σ)|. If there exists a positive integer ℓ0 such that for all ℓ ≥ ℓ0, σ

ℓr+1 is a
single Frobenius multiset, then σ is a single Frobenius multiset.

Proof. Assume that σℓr+1 is a single Frobenius multiset for all ℓ ≥ ℓ0. For any
x, y ∈ σ for which x

y is a root of unity, let m(x, y) denote the smallest positive integer

such that
(

x
y

)m(x,y)

= 1. For any nonzero number z ∈ σ for which z
|z| is a root of

unity, let m(z) denote the smallest positive integer such that
(

z
|z|

)m(z)

= 1. Let m

be the product of these m(x, y)’s and m(z)’s and set k = mℓ0r + 1.

By hypothesis, σk is a single Frobenius multiset, so σk is the multiset union of
∂(σk) = ρ(σk)Zr = ρ(σ)kZr, sets of the form λiZr, i = 1, . . . , q with 0 < |λi| < ρ(σk),
and a (possibly empty) multiset of zeros ζ. Let λ0 = ρ(σk). Decompose σ as a
union of multisets σi, i = 0, . . . , q, and ζ, where σk

i = λiZr, i = 0, . . . , q. Let µi

denote the element in σi such that µi
k = λi. Then σi = {µi, µiα1, . . . , µiαr−1} where

αj
k = ωj, j = 1, . . . , r−1. For j ∈ {1, . . . , r−1}, µi, µiαj ∈ σ and αj =

µiαj

µi
, so by the

choice of k, αj
k = αj and thus σ = µiZr. In the case i = 0, where µ0

k = ρ(σ)k > 0,
µ0

|µ0|
is a root of unity, so again by choice of k, µ0

k = |µ0|k−1
µ0 and thus µ0 > 0.

Thus, σ is a Frobenius multiset.

Theorem 4.9. Let σ be a multiset of complex numbers and ω = e2πi/r for some
integer r ≥ 2. If there exists a positive integer ℓ0 such that σℓr+1 is ω-invariant for
all ℓ ≥ ℓ0, then σ is ω-invariant.
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Proof. Choose ρ̂ > ρ(σ) and consider the multiset σ̂ = σ ∪ ρ̂Zr. Then ρ(σ̂) = ρ̂ >

ρ(σ) ≥ 0, ∂(σ̂) = ρ̂Zr, and r = |∂(σ̂)|. For ℓ ≥ ℓ0, σ
ℓr+1 is ω-invariant. And since

(ρ̂Zr)
ℓr+1 = ρ̂ℓr+1Zr = ρ̂ℓr+1ωZr = ω((ρ̂Zr)

ℓr+1), we have that σ̂ℓr+1 is ω-invariant
and hence a single Frobenius multiset. By Theorem 4.8, we can conclude that σ̂ is a
single Frobenius multiset, which implies that σ is ω-invariant.

Corollary 4.10. If M ∈ C
n×n is eventually r-cyclic and ω = e2πi/r, then

σ(M) is ω-invariant.

Proof. Assume M is eventually r-cyclic with partition Π. Let k0 be a positive
integer such that for all k ≥ k0, M

k conforms to CΠ
k. Then for ℓ ≥ k0, M

ℓr+1 is
r-cyclic with partition Π, hence (σ(M))ℓr+1 = σ(M ℓr+1) is ω-invariant. Therefore,
σ(M) is ω-invariant.

The converse to the previous corollary is not true as seen in the following example.

Example 4.11. The matrix

M =





1 1 1
− 1

5 1 −1

− 4
5 1 −2





has spectrum {0,±1}, which is ω-invariant for ω = e2πi/2 = −1. Since M is not
2-cyclic and rankM = rankM2, M is not eventually 2-cyclic by Theorem 4.5.

LetB be an r-cyclic matrix of the form (4.1) with the ith zero diagonal block being
ni × ni for i = 1, . . . , r. Suppose B has eigenvalue λ and corresponding eigenvector
xT =

[

xT
1 xT

2 · · · xT
r

]

partitioned conformally with the r-cyclic structure (4.1).

Let ω := e2πi/r and D := diag(ωIn1
, ω2In2

, . . . , ωr−1Inr−1
, Inr

). By [9, Theorem 4.1],
(Ds)−1BDs = ωsB. Clearly x is an eigenvector for eigenvalue ωsλ of ωsB. Thus,

for s = 1, . . . , r − 1, x(s) := Dsx =
[

ωsx1
T ω2sx2

T · · · ω(r−1)sxr−1
T xr

T
]T

is
an eigenvector for eigenvalue ωsλ of B. We can extend this result to an eventually
r-cyclic matrix for an eigenvector of a nonzero eigenvalue.

Theorem 4.12. Let M be an eventually r-cyclic matrix with consecutive ordered
partition Π. Assume that µ is a nonzero eigenvalue of M with eigenvector x =
[

xT
1 xT

2 · · · xT
r

]

partitioned conformally with the r-cyclic structure of Π (as given
in (4.1)). Then for each s = 1, . . . , r − 1

x(s) =
[

ωsx1
T ω2sx2

T · · · ω(r−1)sxr−1
T xr

T
]T

is an eigenvector for eigenvalue ωsµ of M .

Proof. Decompose M = B + N with rankB2 = rankB, BN = NB = 0, and
Nn = 0, so B is r-cyclic with partition Π and has the block form (4.1). Since
µnx = Mnx = Bnx and µ 6= 0, we have x = 1

µnB
nx. Thus, Nx = 1

µnNBnx = 0 as
NB = 0. Therefore, Bx = µx.

Partition N = [Nij ] as a block matrix conformally with the block form (4.1) of
B. Since NB = 0, NijBj,j+1 = 0 for i, j ∈ {1, . . . , r} (where index r+1 is interpreted
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as 1). Since Bx = µx, xj =
1
µBj,j+1xj+1. Thus Nijxj = 0, and therefore, Nx(s) = 0.

Thus, Mx(s) = Bx(s) = ωsµx(s).

For example, N =

[

1 −1
1 −1

]

is nilpotent and thus is eventually 2-cyclic, but has

only one independent eigenvector.
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