
ELA

THE BEHAVIOUR OF THE COMPLETE EIGENSTRUCTURE OF

A POLYNOMIAL MATRIX UNDER A GENERIC RATIONAL

TRANSFORMATION∗
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Abstract. Given a polynomial matrix P (x) of grade g and a rational function x(y) = n(y)/d(y),

where n(y) and d(y) are coprime nonzero scalar polynomials, the polynomial matrix Q(y) :=

[d(y)]gP (x(y)) is defined. The complete eigenstructures of P (x) and Q(y) are related, including

characteristic values, elementary divisors and minimal indices. A theorem on the matter, valid in

the most general hypotheses, is stated and proved.
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1. Introduction. A polynomial matrix is a matrix whose entries belong to some

polynomial ring R [4]. In this paper we will always assume that R is a principal ideal

domain. This condition is equivalent to R = F[x], the ring of univariate polynomials

in x with coefficients lying in some field F.

An important property of a polynomial matrix with entries in F[x] is its complete

eigenstructure, whose definition is given in Subsection 2.2. The name eigenstructure

comes from the special case where F = C; in this context, polynomial matrices are

usually seen instead as matrix polynomials, that is polynomials whose coefficients

are matrices [7]. Any matrix polynomial is associated with a polynomial eigenvalue

problem (PEP); the complete eigenstructure is strictly related with the properties

of the associated PEP. More precisely, it gives the complete information about the

eigenvalues, eigenvectors and Jordan chains of the matrix polynomial, and also about

the Kronecker form of any strong linearization of the matrix polynomial [1]. Poly-

nomial eigenvalue problems arise in many applications, from mathematics, science

and engineering; both their algebraic properties and the numerical methods for their

approximate solutions are widely studied; see, e.g., [8, 14, 12].

The aim of this paper is to investigate the link between the complete eigenstruc-
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tures of two polynomial matrices P (x) and Q(y) related one to another by a rational

transformation x(y) of the variable. In order to better explain the question we are

interested in, let us consider the following example, where R = C[x]. Suppose that

we have to deal with the polynomial matrix

P (x) =















x2 − 20x 0 0

x− 20 x2 − 20x 0

0 0 x

0 0 x2

0 0 0















;

if we choose grade(P (x))= 2 (the grade of P (x) is an arbitrary integer g such that

g ≥ degP (x); more details are given in Section 2), then the complete eigenstructure

of P (x) is the following:

• the elementary divisors of P (x) are (x − 20), x, (x− 20), x2;

• there are no right minimal indices;

• the left minimal indices of P (x) are 0, 1.

The rational change of variable x(y) = 16y2−25
y2−y

induces a mapping Φ2, as defined in

(3.1), such that Φ2(P (x)) = (y2 − y)2P (16y
2−25

y2−y
) =: Q(y), with grade(Q(y)) = 4 (see

Section 3) and

Q(y) =















(25− 16y2)(2y − 5)2 0 0

(y − y2)(2y − 5)2 (25− 16y2)(2y − 5)2 0

0 0 (y2 − y)(16y2 − 25)

0 0 (16y2 − 25)2

0 0 0















.

By studying the complete eigenstructure of Q(y), we find out that

• the elementary divisors of Q(y) are (y− 5
2 )

2, (y− 5
4 ), (y+

5
4 ), (y− 5

2 )
2, (y− 5

4 )
2,

(y + 5
4 )

2;

• there are no right minimal indices;

• the left minimal indices of Q(y) are 0, 2.

Notice that x(52 ) = 20, x(± 5
4 ) = 0, and that y = 5

2 is a root of multiplicity 2 of

the equation x(y) = 20 while y = ± 5
4 are roots of multiplicity 1 of the equation

x(y) = 0. We can therefore conjecture that if (x − x0)
ℓ is an elementary divisor of

P (x) and y0 is a root of multiplicity m of the equation x(y) = x0 then (y − y0)
m·ℓ is

an elementary divisor of Q(y). Moreover, we see that apparently the minimal indices

have been multiplied by a factor 2; notice that 2 is the degree of the considered

rational transformation (that is the maximum of the degrees of the numerator and

the denominator).
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The main result of the present paper is the proof that the conjectures above, which

will be stated more precisely in Section 4, are true for every rational transformation of

the variable x(y) and every polynomial matrix P (x). Moreover, analogous properties

hold for infinite elementary divisors and right minimal indices.

The motivation for this work comes from the will to generalise the partial results

derived in [5], where we considered the particular case of a square and regular poly-

nomial matrix with entries in C[x] and without infinite elementary divisors, and the

Dickson change of variable x(y) = y2+1
y

. Moreover, we wish to extend the results by

D.S. Mackey and N. Mackey [11], who described the special case of rational transfor-

mations of degree 1, also known as Möbius transformations. The present contribution

is offered as both a synthesis and an extension of the previous works cited above.

The results provided in this paper can be used to design numerical methods for

the approximate solution of PEPs. An example in this regard, restricted to the case

of the Dickson transformation, is given in [5] for the solution of the palindromic PEP.

The structure of this paper is the following: in Section 2, we expose the theoretical

background we are going to work within, and we give some basic definitions that we

will use later on. In Section 3, we formally define the mapping between polynomial

matrices induced by a rational change of variable and we present some intermediate

results. Our main result is Theorem 4.1, which is stated and commented in Section

4; Sections 5 and 6 are devoted to the proof of our result. For the sake of simplicity,

in Sections 5 and 6, we assume that the underlying field is algebraically closed. In

Section 7, we show how the result still holds for an arbitrary field. Finally, in Section

8, root polynomials are introduced in order to prove a technical lemma.

The first part of Theorem 4.1 was stated and proved, but only for a very special

case, in [5]. Besides the generalisation to a generic rational transformation and a

generic polynomial matrix, this paper also contains the analysis of what happens to

minimal indices and infinite elementary divisors.

2. Preliminary definitions. In this section, we describe our notation and recall

some basic definitions.

2.1. Basic facts on polynomials. Let Z be a ring and let Z[x] be the ring of

the univariate polynomials in the variable x with coefficients in Z. We denote the

degree of z ∈ Z[x] by the letter k, and sometimes write k = deg z.

On the other hand, the grade [10] of a polynomial z ∈ Z[x] is any integer g =

grade(z) satisfying g ≥ k. The choice of the grade of a polynomial is arbitrary:

nevertheless, some algebraic properties of polynomial matrices depend on the grade.

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 23, pp. 607-624, July 2012



ELA

610 V. Noferini

Remark 2.1. In some sense, the degree of a polynomial is an intrinsic property

while the grade depends on its representation. In fact, informally speaking, the grade

depends on how many zero coefficients one wishes to add in front of the polynomial.

Let now g be the grade of z =
∑g

i=0 aix
i ∈ Z[x]. The reversal of z with respect

to its grade [6, 10] is

(2.1) Revgz :=

g
∑

i=0

ag−ix
i.

The subscript g will sometimes be omitted when the reversal is taken with respect to

the degree of the polynomial, that is Revkz = Revz.

Let now F be an arbitrary algebraically closed field.

Remark 2.2. Although the hypothesis that F is algebraically closed is useful to

state in a simpler way our results, it is not strictly necessary; see Section 7.

A well-known result that is crucial to us is that F[x] is guaranteed to be an

Euclidean domain. Given z1, z2 ∈ F[x], not both zero, we denote by GCD(z1, z2) their

greatest common divisor; we additionally require that GCD(z1, z2) is always monic so

that it is uniquely defined. We say that z1 and z2 are coprime if GCD(z1, z2) = 1F[x].

Notice that a polynomial z ∈ F[x] can be thought of as a function z(x) : F → F.

Thus, applying (2.1), in this case the formula Revgz(x) = xgz(x−1) holds.

Let now Zm×p be the set of m × p matrices with entries in Z; the case p = 1

corresponds to the set of vectors with m elements in Z, denoted by Zm. We are

mainly interested in analysing (F[x])m×p, the set of m× p polynomial matrices with

entries in F[x]. Mm(F[x]) := (F[x])m×m is the ring of square polynomial matrices of

dimension m. A square polynomial matrix A ∈ Mm(F[x]) is said to be regular if

detA 6= 0F[x] and singular otherwise. If A is regular and detA ∈ F then A is called

unimodular.

Remark 2.3. Notice that (F[x])m×p = (Fm×p)[x]; or in other words, a poly-

nomial matrix, defined as a matrix whose entries are polynomials, is also a matrix

polynomial, defined as a polynomial whose coefficients are matrices.

The notions of grade and degree can be extended in a straightforward way to

polynomial matrices, as follows: the grade (resp., the degree) of A ∈ (Z[x])m×p is

defined as maxi,jgrade(Aij) (resp., as maxi,j degAij). Analogously, the reversal of a

polynomial matrix is defined just as in (2.1), after replacing ai ∈ Z with Bi ∈ Zm×p.

2.2. Characteristic values, elementary divisors, and minimal indices.

Let A ∈ (F [x])m×p, and let ν := min(m, p). Suppose that there exist D1, . . . , Dν ∈
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F[x] such that Aij = Diδij , where δij is the Kronecker’s delta. Then we write A =

diag(D1, . . . , Dν), and we say that A is diagonal. Notice that we use the notation

indifferently for both square and rectangular polynomial matrices.

The following theorem, which in its most general form is due to Frobenius [3], is

in point of fact valid for any matrix with entries in a principal ideal domain [4, 7].

Theorem 2.4. Let P (x) ∈ (F[x])m×p. Then there exist two unimodular A(x) ∈
Mm(F[x]) and B(x) ∈ Mp(F[x]) such that

S(x) = A(x)P (x)B(x) = diag(d1(x), . . . , dν(x)),

where di(x) ∈ F[x] is monic ∀i ≤ ν := min(m, p) and di(x)|di+1(x) ∀i ≤ ν − 1.

Such an S(x) ∈ (F[x])m×p is called the Smith form [7, 13] of P (x), and the di(x)

are called its invariant polynomials [4, 7]. The Smith form, and thus the invariant

polynomials, are uniquely determined by P (x). Notice that a square polynomial

matrix P (x) is singular if and only if at least one of its invariant polynomials is zero.

Using the fact that F is algebraically closed, let us consider a factorization of the

invariant polynomials over F[x]: di(x) =
∏

j(x − xj)
kj,(i) . The factors (x − xj)

kj,(i)

are called the elementary divisors of P (x) [4, 7] corresponding to the characteristic

value xj [4]. Notice that, from Theorem 2.4, i1 ≤ i2 ⇒ kj,(i1) ≤ kj,(i2).

Remark 2.5. When F = C the characteristic values of the polynomial matrix

P (x) are often called the eigenvalues of the matrix polynomial P (x). Given an eigen-

value x0, there is a Jordan chain of length ℓ at x0 if and only if (x − x0)
ℓ is an

elementary divisor. The number of Jordan chains at x0 is equal to the number of

invariant polynomials that have x0 as a root [7].

Let us now denote by F(x) the field of fractions of the ring F[x]. Let V be a vector

subspace of (F(x))p, with dimV = s. Let {vi} be a polynomial basis for V with the

property deg v1 ≤ · · · ≤ deg vs. Often we will arrange a polynomial basis in the

matrix form V (x) = [v1(x), . . . , vs(x)] ∈ (F[x])p×s. Clearly, polynomial bases always

exist, because one may start from any basis with elements in the (vectorial) field of

fractions, and then build a polynomial basis just by multiplying by the least common

denominator. Let αi := deg vi be the degrees of the vectors of such a polynomial basis;

the order of V (x) is defined [2] as
∑s

i=1 αi. A polynomial basis is called minimal [2] if

its order is minimal amongst all the polynomial bases for V , and the αi are called its

minimal indices [2]. It is possible to prove [2, 4] that, although there is not a unique

minimal basis, the minimal indices are uniquely determined by V .

The right minimal indices [1] of a polynomial matrix P (x) ∈ (F[x])m×p are defined

as the minimal indices of kerP (x). Analogously, the left minimal indices [1] of P (x)

are the minimal indices of kerP (x)T .
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Given the grade g of P (x), we say that ∞ is a characteristic value of P (x) if 0F
is a characteristic value of RevgP (x). The elementary divisors corresponding to ∞
are defined [9] as the elementary divisors of RevgP (x) corresponding to 0F; if x

ℓ is

an elementary divisor of RevgP (x) we formally write that (x−∞)ℓ is an infinite ele-

mentary divisor of P (x). Notice that the infinite elementary divisors of a polynomial

matrix clearly depend on the arbitrary choice of its grade.

We complete this section with the following definition [1]: the complete eigen-

structure of P (x) is the set of both finite and infinite elementary divisors of P (x) and

of its left and right minimal indices.

3. Rational transformations of polynomial matrices. Let n(y), d(y) ∈ F[y]

be two nonzero, coprime polynomials. Let us define N := deg n(y), D := deg d(y),

and G := max(N,D). We will always suppose G ≥ 1, that is n(y) and d(y) are not

both elements of F. We denote the coefficients of n(y) and d(y) as ni ∈ F, i = 0, . . . , N

and dj ∈ F, j = 0, . . . , D, that is n(y) =
∑N

i=0 niy
i, d(y) =

∑D
i=0 diy

i.

Let us introduce the notation F∗ := F∪ {∞}, having formally defined ∞ := 0−1
F

.

We consider the generic rational function from F∗ to F∗:

(3.1) x(y) =
n(y)

d(y)
.

The function (3.1) induces a mapping Φg,n(y),d(y) : (F[x])
m×p → (F[y])m×p defined as

Φg,n(y),d(y)(P (x)) = Q(y) := [d(y)]gP (x(y)).

Here g is the grade of P (x) ∈ (F[x])m×p, so for any choice of g a different mapping is

defined. We will usually omit the functional dependence of Φ on n(y) and d(y) unless

the context allows any possible ambiguity; also, if the grade is chosen to be g = k we

will sometimes omit the subscript g, that is Φ(P (x)) := Φk,n(y),d(y)(P (x)).

Since a polynomial matrix is also a matrix polynomial, we can write P (x) =
∑g

i=0 Pix
i for some Pi ∈ Fm×p, i = 0, . . . , g. Notice that following the same point of

view we can also write Q(y) =
∑g

i=0 Pi[n(y)]
i[d(y)]g−i.

Lemma 3.1. degQ(y) = deg Φg(P (x)) is less than or equal to q := gD +

maxi:Pi 6=0(iN − iD). If N 6= D the strict equality degQ(y) = q always holds. More-

over, q ≤ gG.

Proof. Writing Q(y) as above, we can see it as a sum of the k + 1 polynomial

matrices Qi(y) = Pi[n(y)]
i[d(y)]g−i, 0 ≤ i ≤ k, with either Qi(y) = Pi = 0 or

degQi(y) = gD + i(N −D). Since the degree of the sum of two polynomials cannot

exceed the greatest of the degrees of the considered polynomials, degQ(y) cannot be

greater than q. Notice that if N = G then gG ≥ q = kG+(g−k)D and the maximum
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is realised by i = k, while otherwise the maximum is realised by the smallest index

j such that Pj 6= 0, and q = (g − j)G + jN . This means that if N < G and P0 = 0

then q < gG, while q = gG if N < G but P0 6= 0.

Notice finally that, if i1 6= i2, then Qi1(y) and Qi2(y) have the same degree

if and only if D = N . Since degQi1(y) 6= degQi2(y) ⇒ deg(Qi1(y) + Qi2(y)) =

max(degQi1(y), degQi2(y)), D 6= N is a sufficient condition for degQ(y) = q.

Lemma 3.1 shows that degQ(y) ≤ q ≤ gG. The next proposition describes the

conditions under which the equality degQ(y) = gG holds.

Proposition 3.2. Let Q(y) = Φ(P (x)). It always holds degQ(y) ≤ gG, and

degQ(y) < gG if and only if one of the following is true:

1. N > D and g > k;

2. N ≤ D, and there exist a natural number a ≥ 1 and a polynomial matrix

P̂ (x) ∈ (F[x])m×p such that P (x) = (x − x̂)aP̂ (x), where x̂ := nGd
−1
G if

N = D = G and x̂ := 0F if N < D = G.

Proof. Lemma 3.1 guarantees degQ(y) ≤ gG. To complete the proof, there are

three possible cases to be analysed.

• If G = N > D, we know from Lemma 3.1 that degQ(y) = q, and in this case

q = gD + kN − kD. Therefore, degQ(y) = gG ⇔ g = k.

• If N = D = G, and, we get q = gG. Let Q(y) =
∑gG

i=0 Θiy
i: then, degQ(y) <

gG ⇔ ΘgG = 0(F[x])m×p. On the other hand ΘgG is the coefficient of ygG in

Q(y) =
∑g

i=0 Pi[n(y)]
i[d(y)]g−i, so ΘgG = dgG

∑g
i=0 Pin

i
Gd

−i
G = dgGP (nGd

−1
G ).

Therefore, ΘgG is zero if and only if every entry of P (nGd
−1
G ) is equal to 0F[x],

or in other words if and only if P (x) = (x−nGd
−1
G )aP̂ (x) for some a ≥ 1 and

some suitable polynomial matrix P̂ (x).

• If N < D = G, recalling the proof of Lemma 3.1 we conclude that degQ(y) <

gG if and only if P0 = 0, which is equivalent to P (x) = xaP̂ (x) for a suitable

value of a ≥ 1 and some polynomial matrix P̂ (x).

The grade of Q(y) is of course arbitrary, even though it must be greater than

or equal to its degree. Since degQ(y) ≤ q ≤ gG, we shall define that the grade of

Q(y) is gG. This choice has an influence on the infinite elementary divisors of Q(y),

as they are equal to the elementary divisors corresponding to zero of the reversal of

Q(y) taken with respect to its grade, that is Rev(gG)Q(y).

If one is interested in picking a different choice for the grade of Q(y), the following

proposition explains how the infinite elementary divisors change.

Proposition 3.3. Let P (x) ∈ (F[x])m×p, with k = degP (x). Then the finite ele-

mentary divisors and the minimal indices of P (x) do not depend on its grade, while the
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infinite elementary divisors do. Namely, let ν = min(m, p); xg−kd1(x), . . . , x
g−kdν(x)

are the invariant polynomials of RevgP (x) if and only if d1(x), . . . , dν(x) are the in-

variant polynomials of RevkP (x), for any choice of g ≥ k.

Proof. Neither Theorem 2.4 nor the properties of kerP (x) and kerPT (x) de-

pend on the grade, so minimal indices and finite elementary divisors cannot be af-

fected by different choices. Let S(x) = A(x)RevkP (x)B(x) be the Smith form of

RevkP (x). We have RevgP (x) = xg−kRevkP (x), which implies that xg−kS(x) =

A(x)RevgP (x)B(x). Clearly di(x)|dj(x) ⇔ xg−kdi(x)|xg−kdj(x), and therefore we

conclude that xg−kS(x) is the Smith form of RevgP (x).

Let α, β, γ, δ ∈ F. If G = 1, Φg,αy+β,γy+δ is clearly invertible and its inverse, with

a little abuse of notation, is Q(y) → Φg,β−δx,γx−α(Q(y)) = [γx − α]gQ( β−δx
γx−α

). The

most general case is analysed below.

Proposition 3.4. Let us denote by F[x]g the set of the univariate polynomials in

x whose degree is less than or equal to g. Given g, n(y), d(y), the mapping Φg,n(y),d(y) :

(F[x]g)
m×p → (F[y](gG))

m×p is always an injective function, but it is not surjective

unless G = 1.

Proof. Notice that Φg can be thought as acting componentwise, sending P (x)ij
to Q(y)ij = Φg(P (x)ij). Thus, it will be sufficient to show that, in the scalar case

Φg : F[x]g → F[y](gG), Φg is surjective if and only if G = 1. This is true be-

cause any polynomial that does not belong to the set Ry := {a(y) ∈ F[y] : a(y) =
∑g

i=0 ai[d(y)]
g−i[n(y)]i} cannot belong to the image of Φg, and Ry = F[y](gG) if and

only if G = 1. In fact, if we require that a generic r ∈ F[y](gG) belongs to Ry, we find

out that the g + 1 coefficients ai must satisfy gG+ 1 linear constraints.

To prove injectivity: Φg(P1(x)) = Φg(P2(x)) ⇒ P1(x(y)) = P2(x(y)) ⇒ P1(x) =

P2(x).

Proposition 3.4 tells us that, unless G = 1 (the Möbius case), not every Q(y) is

such that Q(y) = Φ(P (x)) for some P (x).

A couple of additional definitions will turn out to be useful in the following. Let

x0 ∈ F∗: we define Tx0 as the counterimage of x0 under the rational function x(y).

Moreover, let α, β ∈ F be such that α
β
= x0 and α and β are not both zero. For

instance, we can pick (α, β) = (x0, 1F) if x0 6= ∞ and (α, β) = (1F, 0F) otherwise.

Consider the polynomial equation

(3.2) αd(y) = βn(y).

Let S be the degree of the polynomial αd(y) − βn(y). Equation (3.2) cannot have
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more than S finite roots. If S < G then we formally say ∞ ∈ Tx0 .

Remark 3.5. Notice that there are three cases that lead to S < G:

1. N = D = G and x0 = nGd
−1
G , so that (3.2) becomes dGn(y) = nGd(y): in

this case, S is the maximum value of i such that ni 6= x0di;

2. N < D = G and x0 = 0F, so that (3.2) becomes n(y) = 0F and S = N ;

3. D < N = G and x0 = ∞, so that (3.2) is d(y) = 0F and S = D.

We now define the multiplicity m0 of any finite y0 ∈ Tx0 as the multiplicity of y0
as a solution of the polynomial equation (3.2). If ∞ ∈ Tx0 , its multiplicity is defined

to be equal to G − S. Therefore, the sum of the multiplicities of all the (both finite

and infinite) elements of Tx0 is always equal to G, while the sum of the multiplicities

of all the finite elements of Tx0 is S.

The finite elements of Tx0 are characterised by the following proposition.

Proposition 3.6. Let y0 ∈ F and x0 ∈ F∗. Then y0 ∈ Tx0 if and only if

y0 is a solution of (3.2) for α, β : x0 = α
β
. Moreover, α1d(y0) = β1n(y0) and

α2d(y0) = β2n(y0) if and only if α1

β1
= α2

β2
.

Proof. The definition of Tx0 implies the first part of the proposition. The second

part comes from the fact that x(y) is a function.

Proposition 3.6, albeit rather obvious, has the following important implication:

Corollary 3.7. x0 6= x1 ⇔ Tx0 ∩ Tx1 = ∅. Equivalently, α1β2 6= α2β1 if and

only if [β1n(y)− α1d(y)] and [β2n(y)− α2d(y)] ∈ F[y] are coprime.

In particular, for any finite x0 ∈ F, Φ(x− x0) and d(y) are coprime.

In order to clarify the latter definitions, let us consider an example. Let F = C

and take n(y) = y4 + y3 − y2 − y + 1, d(y) = y4. T1 is the set of the solutions of the

equation n(y) = d(y), so in this case T1 = {−1, 1,∞}. Moreover, the multiplicity of

−1 and 1 are, respectively, 1 and 2; since S = 3 and G = 4, the multiplicity of ∞ is

by definition G − S = 1. Within the same example, T∞ = {0}; 0 has multiplicity 4

because it is a root of order 4 of the equation d(y) = 0.

4. Main result. We are now able to state our main theorem.

Theorem 4.1. Given m, p ∈ N0 and n(y), d(y) ∈ F[y], let x0 ∈ F∗ be a character-

istic value of P (x) ∈ (F[x])m×p, and let (x−x0)
ℓ1 , . . . , (x−x0)

ℓj be the corresponding

elementary divisors. Let g be the grade of P (x), define G = max(deg n(y), deg d(y))

and let gG be the grade of Q(y) = Φg(P (x)) := [d(y)]gP (n(y)
d(y) ) ∈ (F[y])m×p. Then for

any y0 ∈ Tx0:
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• y0 is a characteristic value of Q(y);

• (y − y0)
m0ℓ1 , . . . , (y − y0)

m0ℓj are the elementary divisors corresponding to

y0 for Q(y), where m0 is the multiplicity of y0.

Conversely, if Q(y) = Φg(P (x)) for some P (x), and if y0 ∈ F∗ is a characteristic

value of Q(y) with corresponding elementary divisors (y − y0)
κ1 , . . . , (y − y0)

κj :

• x0 = n(y0)
d(y0)

is a characteristic value of P (x);

• m0|κi ∀i ≤ j, where m0 is the multiplicity of y0 as an element of Tx0, and

(x− x0)
m

−1
0 κ1 , . . . , (x− x0)

m
−1
0 κj are the elementary divisors corresponding

to x0 for P (x).

In addition, the following properties hold:

• the right minimal indices of P (x) are β1, . . . , βs if and only if the right

minimal indices of Q(y) are Gβ1, . . . , Gβs;

• the left minimal indices of P (x) are γ1, . . . , γr if and only if the left minimal

indices of Q(y) are Gγ1, . . . , Gγr.

For any choice of the mapping Φg, Theorem 4.1 gives a thorough description of

the complete eigenstructure of Φg(P (x)) with respect to the complete eigenstructure

of P (x). Notice that if x(y) is a Möbius transformation then m0 ≡ 1 and G = 1, so the

complete eigenstructure is unchanged but for the shift from one set of characteristic

values to another. This is not the case for more general rational transformations,

where other changes do happen.

The structure of the proof of Theorem 4.1 is the following. First we prove the first

part of the theorem (the statement on elementary divisors). This is done dividing the

statement in three cases:

1. x0 ∈ F and y0 ∈ F;

2. x0 ∈ F and y0 = ∞;

3. x0 = ∞.

We first prove that the statement is true for case 1, then show that this implies that

it is true for case 2. The validity of cases 1 and 2 implies case 3.

Finally, we prove the second part of the theorem (the statement on minimal

indices) with a constructive proof: we build a minimal basis of Q(y) given a minimal

basis of P (x), and vice versa.

5. Proof of Theorem 4.1: elementary divisors. The proof relies on the

following lemma, whose statement generalises [7, Proposition 11.1]. The proof of the
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lemma and more details are given in Section 8.

Lemma 5.1. Let P (x) ∈ (F[x])m×p and let Q(x) = A(x)P (x)B(x) where A(x) ∈
Mm(F[x]) and B(x) ∈ Mp(F[x]) are both regular, and suppose that x0 ∈ F is neither

a root of detA(x) ∈ F[x] nor a root of detB(x) ∈ F[x]. Then P (x) and Q(x) have

the same elementary divisors associated with x0.

5.1. Case 1. Define ν := min(m, p), and let P (x) = A(x)T (x)B(x) where

A(x) and B(x) are unimodular polynomial matrices, T (x) =: diag(δ1(x), . . . , δν(x))

is the Smith form of P (x), and δi(x) are its invariant polynomials. Let now Q̂(y) :=

Φ(A(x))Φ(T (x))Φ(B(x)). Clearly, Q̂(y) and Q(y) differ only for a multiplicative fac-

tor [d(y)]λ, λ ∈ N; moreover, both detΦ(A(x)) and detΦ(B(x)) are nonzero whenever

d(y) 6= 0F. Notice that, if x0 is finite, then for any y0 ∈ Tx0 there must hold d(y0) 6= 0F
(Corollary 3.7). Therefore, Lemma 5.1 implies that Q(y), Q̂(y) and Φ(T (x)) have the

same elementary divisors corresponding to y0.

Unfortunately, Φ(T (x)) may not be the Smith form of Q̂(y), because neither

Φ(A(x)) nor Φ(B(x)) are necessarily unimodular and also because Φ(δi(x)) may not

be monic. Nevertheless, it has the form diag([d(y)]k1 δ̂1(y), . . . , [d(y)]
kν δ̂ν(y)), where

k1 ≥ k2 ≥ · · · ≥ kν and δ̂i(y) := Φ(δi(x)). ¿From Corollary 3.7, δ̂i(y) and d(y) cannot

share common roots. To reduce Φ(T (x)) into a Smith form, we proceed by steps

working on 2× 2 principal submatrices.

In each step, we consider the submatrix
[

[d(y)]γ δ̂i(y) 0

0 [d(y)]φδ̂j(y)

]

, where γ := ki and

φ := kj , with i < j. If γ = φ, then do nothing; if γ > φ, premultiply the submatrix by
[

1F 1F
−b(y)q(y) 1F−b(y)q(y)

]

and postmultiply it by
[

a(y) −q(y)

b(y) [d(y)]γ−φ

]

, where q(y) = δ̂j(y)/δ̂i(y)

while a(y) and b(y) are such that a(y)[d(y)]γ δ̂i(y)+b(y)[d(y)]φ δ̂j(y) = [d(y)]φδ̂i(y); the

existence of two such polynomials is guaranteed by Bezout’s Lemma, since [d(y)]φδ̂i(y)

is the greatest common divisor of [d(y)]γ δ̂i(y) and [d(y)]φδ̂j(y). It is easy to check

that both matrices are unimodular, and that the result of the matrix multiplications

is
[

[d(y)]φδ̂i(y) 0

0 [d(y)]γ δ̂j(y)

]

. Hence, by subsequent applications of this algorithm and

after having defined a unimodular diagonal matrix ∆ ∈ Fν×ν chosen in such a way

that the resulting invariant polynomials are monic, it is possible to conclude that the

Smith form of Φ(T (x)) is either S(y) := ∆ · Ŝ(y) or S(y) := Ŝ(y) · ∆ (whichever of

the two products makes sense, depending on whether m ≤ p or not), where

Ŝ(y) = diag([d(y)]kν δ̂1(y), . . . , [d(y)]
k1 δ̂ν(y)).

Thus, the ith invariant polynomial of P (x) has a root of multiplicity ℓi at x0 if and

only if the ith invariant polynomial of Q̂(y) has a root of multiplicity m0ℓi at y0 ∈ Tx0 .
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5.2. Case 2. By definition, the infinite elementary divisors for a given poly-

nomial matrix are the elementary divisors corresponding to zero of the reversal of

such polynomial matrix. Therefore, in order to prove Theorem 4.1 for the case

of y0 = ∞, we have to analyse the polynomial matrix Z(y) := Rev(gG)Q(y) =

ygG[d(y−1)]gP (x(y−1)), and find out what its relation to P (x) is, with particular

emphasis to its elementary divisors corresponding to y0 = 0F. Recalling Remark 3.5,

notice that there are two distinct subcases for which ∞ ∈ Tx0 for a finite x0 ∈ F. We

will consider them separately.

5.2.1. Subcase 2.1: N = D = G, x0 = nGd
−1
G . We get x(y−1) = Revn(y)

Revd(y) and

yGd(y−1) = Revd(y); therefore Z(y) = [Revd(y)]gP (Revn(y)
Revd(y) ). This means that we

can prove analogous results for Z(y) just by considering this time the new rational

transformation y → x = Revn(y)
Revd(y) . From Remark 3.5, 0F is a root of multiplicity

G − S for the equation Revn(y) = x0Revd(y); moreover, since we took the reversal

with respect to the degree (or also because of Corollary 3.7), 0F cannot be a root

of Revd(y). Therefore, following the proof given above, one can state that P (x) has

(x − x0)
ℓ1 , . . . , (x − x0)

ℓj as elementary divisors corresponding to x0 if and only if

Z(y) has the j elementary divisors y(G−S)ℓ1, . . . , y(G−S)ℓj corresponding to 0F. The

thesis follows immediately.

5.2.2. Subcase 2.2: N < D = G, x0 = 0F. This time, we can write x(y−1) =
yG−NRevn(y)

Revd(y) and Z(y) = [Revd(y)]g P (y
G−NRevn(y)
Revd(y) ). It is therefore sufficient to

consider the transformation y → x = yG−N Revn(y)
Revd(y) .

In fact, notice that 0F is a solution of multiplicity G − N for the equation

yG−NRevn(y) = 0 (0F is neither a root of Revn(y) nor a root of Revd(y), because

Revn(0F) = nN 6= 0F and Revd(0F) = dD 6= 0F). Thus, P (x) has the j elementary di-

visors xℓ
1, . . . , x

ℓ
j corresponding to 0F if and only if Z(y) has the j elementary divisors

y(G−N)ℓ1, . . . , y(G−N)ℓj corresponding to 0F, and the thesis follows.

5.3. Case 3. By definition, the infinite elementary divisors of P (x) are the ele-

mentary divisors corresponding to the characteristic value 0F for R(x) := RevgP (x) =

xgP (x−1). But let Ψg,n(y),d(y) = Φg,d(y),n(y) and U(y) = Ψg(R(x)), that is to say

U(y) = [n(y)]gR( d(y)
n(y) ). A simple calculation gives

U(y) = [n(y)]g[
d(y)

n(y)
]gP ([

d(y)

n(y)
]−1) = [d(y)]gP (

n(y)

d(y)
) = Φg(P (y)) = Q(y).

One can therefore follow the proof as in the previous subsections, but starting

from R(x) and using a different transformation (notice that the equation d(y) = 0F
defines both T∞ for the old transformation and T0F for the new transformation).

Electronic Journal of Linear Algebra  ISSN 1081-3810 
A publication of the International Linear Algebra Society
Volume 23, pp. 607-624, July 2012



ELA

Behaviour of Polynomial Matrix Eigenstructures 619

6. Proof of Theorem 4.1: minimal indices. We shall only prove the theorem

for right minimal indices. The proof for left minimal indices follows from the proof

for right minimal indices and from the fact that Φ and the operation of transposition

commute, that is Φg(P
T (x)) = (Φg(P (x)))T ∀ P (x) ∈ (F[x])m×p.

6.1. Sufficiency. Let dimkerP (x) = s, and V (x) = [v1(x), . . . , vs(x)] be a

minimal basis for kerP (x), with minimal indices βi := deg vi ∀i = 1, . . . , s and

order B :=
∑s

i=1 βi. For each value of i let us define wi(y) := Φβi
(vi(x)); we

also define W (y) := [w1(y), . . . , ws(y)]. Clearly degwi(y) = Gβi. Suppose in fact

degwi(y) 6= Gβi; applying Proposition 3.2 (in the case g = k = βi), this would imply

that there exists some x0 ∈ F and some polynomial vector u(x) ∈ (F[x])p such that

vi(x) = (x− x0)u(x). Hence, [v1(x), . . . , (x− x0)
−1vi(x), . . . , vs(x)] would be a poly-

nomial basis of order B− 1 for kerP (x), leading to a contradiction. In order to prove

that W (y) is a minimal basis for kerQ(y) we must show that it is a basis and that it

is minimal.

Clearly, wi(y) lies in kerQ(y) for all i. In fact, P (x)vi(x) = 0 implies that

Q(y)wi(y) = 0. So it is sufficient to show that W (y), considered as an element

of (F(y))p×s, has rank s. Notice that W (y) = V (x(y)) · diag([d(y)]β1 , . . . , [d(y)]βs).

A well-known property of the rank is that, if A1 = A2A3 and A3 is square and

regular, then rk(A1) = rk(A2). Therefore rk(W (y)) = rk(V (x(y)), because the di-

agonal matrix above is regular. Let V̂ (x) be some regular s × s submatrix of V (x),

which exists because rk(V (x)) = s. By hypothesis, det(V̂ (x)) 6= 0F[x], which implies

det(V̂ (x(y))) 6= 0F(y). Hence, s = rk(V (x(y))) = rk(W (y)). Then W (y) is a basis.

In order to prove that it is minimal, let us introduce the following lemma whose

proof can be found in [2].

Lemma 6.1. Let V be a vector subspace of F(x)p, with dimV = s. Let H =

[h1, . . . , hs] be a polynomial basis of order A for V and define ξi, i = 1, . . . , ( ps ) to be

the s × s minors (i.e., determinants of s× s submatrices) of H. Then the following

statements are equivalent:

• H is a minimal basis for V
• The following conditions are both true: (a) GCD(ξ1, . . . , ξr) = 1F[x] and (b)

maxi deg ξi = A.

So, let ξi(y) be the s × s minors of W (y). We shall prove that (a) their GCD

is 1F[y] and (b) their maximal degree is GB = G
∑s

i=1 βi. By Lemma 6.1, these two

conditions imply that W (y) is minimal. Recall that wi(y) = Φβi
(vi(x)), that is to

say wi(y) = [d(y)]βivi(x(y)). Any s× s submatrix of W (y) is therefore obtained from

the corresponding s × s submatrix of V (x) by applying the substitution x = x(y)

and then multiplying the ith column by [d(y)]βi for i = 1, . . . , s. Let us call ζi(x)
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the s× s minors of V (x). From the properties of determinants we obtain the relation

ξi(y) =
(
∏s

i=1[d(y)]
βi
)

ζi(x(y)) = [d(y)B]ζi(x(y)) = ΦB(ζi(x)).

Now for each i let γi := deg ζi(x) and δi := deg ξi(y) ≤ maxj≤γi
(Nj −Dj) +DB

where the maximum is taken over those values of j such that the jth coefficient of

ξi(y) is nonzero (Lemma 3.1). There are two cases. If N ≤ D = G, δi ≤ GB, and

applying Proposition 3.2 (with g = B), the inequality holds if and only if (x−x̂)|ζi(x),
where x̂ = 0F if N < D and x̂ = nGd

−1
G if N = D; notice that there must be at least

one value of i for which δi = GB, otherwise (x − x̂) would be a common factor of

all the ζi(x), which is not possible because of Lemma 6.1. Finally, if D < N = G,

δi = γiG + (B − γi)D. Since V (x) is minimal we have maxi(γi) = B, which implies

that also in this case maxi(δi) = GB. This proves condition (b).

Notice moreover that ξi(y) = ΦB(ζi(x)) = [d(y)]B−γiΦγi
(ζi(x)), where the first

and the second factor are coprime (because of Corollary 3.7). Let us prove the fol-

lowing lemma.

Lemma 6.2. Let p, q, r ∈ F[x] with r monic. Then, GCDF[x](p, q) = r if and only

if GCDF[y](Φdeg p(p),Φdeg q(q)) = κ · Φdeg r(r), where κ ∈ F is such that κ · Φdeg r(r)

is monic.

Proof. Let α, β be two suitable elements of F and let us write the prime factor

decompositions p = α·∏i(x−pi)
πi , q = β ·∏i(x−qi)

θi , r =
∏

i(x−ri)
ρi . Of course we

have that (x−ri)
ρi |r if and only if there exist i1, i2 such that (x−pi1 )

πi1 |p, (x−qi2 )
θi2 |q,

with pi1 = qi2 = ri and ρi = min(πi1 , θi2). We get Φdeg p(p) = α ·∏i(n(y)−pid(y))
πi ,

Φdeg q(q) = β · ∏i(n(y) − qid(y))
θi and Φdeg r(r) =

∏

i(n(y) − rid(y))
ρi . The thesis

follows by invoking Corollary 3.7.

Lemma 6.2 implies condition (a). This follows from the equation GCDi(ξi(y)) =

GCDi([d(y)]
B−γi) · GCDi(Φγi

(ζi(x))) = 1F[y] · 1F[y], where the first 1F[y] comes from

the fact that maxi(γi) = B, while the second 1F[y] comes by applying Lemma 6.2 to

GCD(Φγ1(ζ1(x)), . . . ,Φγs
(ζs(x))) = GCD(. . .GCD(Φγ2(ζ2(x)),Φγ1 (ζ1(x))) . . . ) and

from the identity Φ0(1F[x]) = 1F[y].

6.2. Necessity. To complete the proof, suppose now that Q(y) = Φg(P (x))

for some P (x) ∈ F[x] and that Ŵ (y) is a minimal basis for kerQ(y), with minimal

indices ǫ1 ≤ · · · ≤ ǫs. The other implication that we proved in the previous subsection

implies that G|ǫi ∀ i, so define βi =
ǫi
G
. Suppose that there exists a minimal basis

V̂ (x) = (v̂1(x), . . . , v̂s(x)) for kerP (x); suppose moreover that an index i0 ∈ {1, . . . , s}
exists such that deg v̂i0 6= βi0 . Applying the reverse implication, this would imply

that there is a minimal basis W̃ (y) = (w̃1(y), . . . , w̃s(y)) for kerQ(y) whose i0th right

minimal index is not equal to ǫi0 . This is absurd because every minimal basis has the

same minimal indices.
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7. Extension to more relaxed hypotheses. For the sake of convenience,

we have so far assumed that the field F is algebraically closed. This unnecessary

hypothesis can be dropped. To see it, assume that F is not algebraically closed and

let K be the algebraic closure of F. Then (F[x])m×p ⊆ (K[x])m×p, so we can use

Theorem 4.1 to identify the Smith forms of P (x) and Q(y) = Φg(P (x)) over the

polynomial rings K[x] and K[y]. We can then join back elementary divisors in K[x]

and K[y] to form elementary divisors in F[x] and F[y]. Of course, in this case an

elementary divisor is no more necessarily associated with a characteristic value in F.

For instance, if F = Q, then the elementary divisor x2 + 2 is not associated with any

rational characteristic value, but if we consider the field of complex algebraic numbers

K = Q then we can split it as (x−
√
2i)(x+

√
2i) and associate it to the characteristic

values ±
√
2i. Similarly, the other results (e.g., Lemma 6.2) that use the algebraic

closure of F can be straightforwardly extended to a generic field F via an immersion

into its algebraic closure K.

8. Proof of Lemma 5.1. Let P (x) ∈ Fm×p[x]. If U(x) := [u1(x), . . . , us(x)] is

a minimal basis for kerP (x), we define kerx0 P (x) := span ({u1(x0), . . . , us(x0)}) ⊆
Fp. In general kerx0 P (x) is a subset of kerP (x0). It is a proper subset when x0 is a

characteristic value of P (x), as is illustrated by the following example: let F = C and

P (x) =









x 1 0 0

0 x 1 0

0 0 0 0

0 0 0 x









.

Evaluating the polynomial at 0, we get kerP (0) = span({[1, 0, 0, 0]T , [0, 0, 0, 1]T}).
On the other hand, a minimal basis for kerP (x) is [1,−x, x2, 0]T , so ker0 P (x) =

span({[1, 0, 0, 0]T}).

We need now to slightly modify a definition given in [7] in order to extend it to

the case of singular and/or rectangular polynomial matrices. A polynomial vector

v(x) ∈ (F[x])p is called a root polynomial of order ℓ corresponding to x0 for P (x) if

the following conditions are met:

1. x0 is a zero of order ℓ for P (x)v(x);

2. v(x0) 6∈ kerx0 P (x).

Observe that v(x0) ∈ kerx0 P (x) ⇔ ∃ w(x) ∈ kerP (x) ⊆ (F(x))p : w(x0) = v(x0).

In fact, let w(x) = U(x)c(x) for some c(x) ∈ (F(x))s and w(x0) = v(x0), then

v(x0) = U(x0)c(x0) ∈ kerx0 P (x)1. Conversely, write v(x0) = U(x0)c for some c ∈ Fs

and notice that U(x)c ∈ kerP (x). Hence, condition 2 implies v(x) 6∈ kerP (x).

1c(x0) ∈ Fs: otherwise, there exists an integer α ≥ 1 s.t. d(x) := (x− x0)αc(x) and 0 6= d(x0) ∈

Fs, so 0 = (x0 − x0)αv(x0) = U(x0)d(x0), absurd because U(x0) has rank s.
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In [7, Proposition 1.11], it is shown that given three regular polynomial matrices

P (x), A(x), B(x) ∈ Mn(x), and if x0 is neither a root of detA(x) nor a root of

detB(x), then v(x) is a root polynomial of order ℓ for A(x)P (x)B(x) corresponding

to x0 if and only if B(x)v(x) is a root polynomial of order ℓ corresponding to x0 for

P (x). The next proposition generalises this result.

Proposition 8.1. Let P (x) ∈ Fm×p[x], A(x) ∈ Mm(F[x]) and B(x) ∈ Mp(F[x]).

Suppose that both A(x0) and B(x0), with x0 ∈ F, are full rank matrices. Then v(x)

is a root polynomial of order ℓ corresponding to x0 for A(x)P (x)B(x) if and only if

B(x)v(x) is a root polynomial of order ℓ corresponding to x0 for P (x).

Proof. Notice that if A(x0) and B(x0) are full rank then A(x) and B(x) are

regular. In [7], a root polynomial is defined for regular square polynomial matrices, so

that condition 2 reduces to v(x0) 6= 0. Nevertheless, the proof given in [7, Proposition

1.11] for condition 1 does not actually use the regularity of P (x), and it is therefore still

valid when P (x) is not a regular square polynomial matrix. To complete the proof:

v(x0) ∈ kerx0 A(x)P (x)B(x) ⇔ ∃w1(x) ∈ kerA(x)P (x)B(x) : w1(x0) = v(x0) ⇔
∃w2(x) ∈ kerP (x) : w2(x0) = B(x0)v(x0) ⇔ B(x0)v(x0) ∈ kerx0 P (x). To build

w2(x) from w1(x), simply put w2(x) = B(x)w1(x) and use the fact that A(x) is

regular. To build w1(x) from w2(x), let (B(x))−1 be the inverse matrix (over F(x))

of B(x), which exists because B(x) is regular; then, put w1(x) = (B(x))−1w2(x).

Let v1(x), . . . , vs(x) be root polynomials corresponding to x0 of orders ℓ1 ≤ · · · ≤
ℓs. We call them a maximal set of x0-independent root polynomials if:

1. they are x0-independent, i.e., v1(x0), . . . , vs(x0) are linearly independent;

2. no (s+1)-tuple of x0-independent root polynomials corresponding to x0 exists;

3. there are no root polynomials corresponding to x0 of order ℓ > ℓs;

4. for all j = 1, . . . , s− 1, there does not exist a root polynomial v̂j(x) of order

ℓ̂j > ℓj such that v̂j(x), vj+1(x), . . . , vs(x) are x0-independent.

As long as detB(x0) and detA(x0) are nonzero, it is easy to check that v1(x), . . . , vs(x)

are a maximal set of x0-independent root polynomials for A(x)P (x)B(x) if and only

if B(x)v1(x), . . . , B(x)vs(x) are a maximal set of x0-independent root polynomials for

P (x). The next proposition completes the proof of Lemma 5.1.

Proposition 8.2. P (x) ∈ (F[x])m×p has a maximal set of x0-independent root

polynomials, of order ℓ1, . . . , ℓs, if and only if (x − x0)
ℓ1 , . . . , (x − x0)

ℓs are the ele-

mentary divisors of P (x) associated with x0.

Proof. Let S(x) be the Smith form of P (x), and recall that the inverse of a uni-

modular polynomial matrix is still a unimodular polynomial matrix [7]. Thus, in view

of Proposition 8.1 and Theorem 2.4, it suffices to prove the thesis for S(x). If S(x) is

the zero matrix, it has neither a root polynomial nor an elementary divisor, so there is
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nothing to prove. Otherwise, let ν be the maximal value of i such that (S(x))ii 6= 0F[x]
and for j = 1, . . . , p let ej ∈ (F[x])p be the polynomial vector such that (ej)i = δij .

If ν < p, [eν+1, . . . , ep] is a minimal basis for kerS(x) and, being of order 0, also for

kerx0 S(x). Suppose that v1(x), . . . , vs(x) is a maximal set of x0-independent root

polynomials for S(x). Let k ≤ ν be the largest index such that (vs(x0))k 6= 0F: there

must exist such an index because vs(x0) 6∈ kerx0 S(x). Let (S(x))kk = (x− x0)
µθ(x),

with θ(x0) 6= 0F. We get (S(x)vs(x))k = (x − x0)
µθ(x)(vs(x))k, so µ ≥ ℓs. Actually,

µ = ℓs, or ek would be a root polynomial of order greater than ℓs, which is absurd.

Then let k′ ≤ ν be the largest index not equal to k and such that (vs−1(x0))k′ 6= 0F (if

such and index does not exist, then vs−1(x0) is, up to a vector lying in kerx0 S(x), a

multiple of ek and thus ℓs−1 = ℓs: in this case, replace without any loss of generality

vs−1(x) by a suitable linear combination of vs−1(x) and vs(x)). Following an argu-

ment similar as above, we can show that (S(x))k′k′ = (x − x0)
ℓs−1 θ̂(x), θ̂(x0) 6= 0F.

We repeat the process until we find all the s sought elementary divisors. There can-

not be more, otherwise dimkerS(x0) − dimkerx0 S(x) > s (notice in fact that each

elementary divisor associated with x0 corresponds to a nonzero diagonal element of

S(x), say (S(x))ii, such that (S(x0))ii = 0F). Then it would be possible to find an

(s+ 1)-tuple of x0-independent root polynomials, which is absurd.

Conversely, it is easy to check that eν−s+1, . . . , eν are a maximal set of x0-

independent root polynomials.

Remark 8.3. Root polynomials carry all the information on Jordan chains [7].

Let v(x) =
∑ℓ−1

i=0 (x−x0)
ivi, vi ∈ Fm, be a root polynomial of order ℓ corresponding to

x0 for P (x). It is possible to prove that then w(y) =
∑ℓ−1

i=0 [d(y)]
ℓ−1−i[n(y)−x0d(y)]

ivi
is a root polynomial of order m0ℓ corresponding to y0 for Q(y). The latter formula

relates the Jordan chains of Q(y) at y0 to the Jordan chains of P (x) at x0.

9. Conclusions. We have shown that if P (x) and Q(y) are polynomial matrices

whose entries belong to the ring of univariate polynomials in x (resp. y) with coef-

ficients in any field, and if P (x) and Q(y) are related by a rational transformation

x(y), then the complete eigenstructures of Q(y) and P (x) are simply related.
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