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Abstract. This paper studies block matrices A = [Aij ] ∈ Ckm×km, where every block Aij ∈

Ck×k for i, j ∈ 〈m〉 = {1, 2, . . . ,m} and Aii is non-Hermitian positive definite for all i ∈ 〈m〉. Such

a matrix is called an extended H−matrix if its block comparison matrix is a generalized M−matrix.

Matrices of this type are an extension of generalized M−matrices proposed by Elsner and Mehrmann

[L. Elsner and V. Mehrmann. Convergence of block iterative methods for linear systems arising in

the numerical solution of Euler equations. Numer. Math., 59:541–559, 1991.] and generalized

H−matrices by Nabben [R. Nabben. On a class of matrices which arise in the numerical solution

of Euler equations. Numer. Math., 63:411–431, 1992.]. This paper also discusses some properties

including positive definiteness and invariance under block Gaussian elimination of a subclass of

extended H−matrices, especially, convergence of some block iterative methods for linear systems

with such a subclass of extended H−matrices. Furthermore, the incomplete LDU−factorization of

these matrices is investigated and applied to establish some convergent results on some iterative

methods. Finally, this paper generalizes theory on generalized H−matrices and answers the open

problem proposed by R. Nabben.
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1. Introduction. Elsner and Mehrmann in [5, 6] proposed a generalization of

Z−matrices. They call a block matrix A = [Aij ] ∈ Ckm×km a generalized Z−matrix

if the blocks Aij ∈ Ck×k are Hermitian and the off-diagonal block matrices Aij , i 6= j

are negative semidefinite. This class of matrices is denoted by Zkm. They also propose

a generalization of M−matrices, i.e., a block matrix A = [Aij ] ∈ Zkm is called a

generalized M−matrix if there exists a positive vector u = (u1, u2, . . . , um)
T such
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that the matrix
∑m

j=1 ujAij is positive definite for all i ∈ 〈m〉 = {1, 2, . . . ,m}. The

class of generalized M−matrices is denoted by Mk
m. In [5], the properties of this

class of matrices were discussed, especially, the convergence of some block iterative

methods for generalized M−matrices was proved. These classes of matrices arise not

only in the numerical solution of 2D and 3D Euler equations in fluid dynamics [2, 9]

and in the study of invariant of dynamical systems [14] but also in the discretizations

of a class of PDEs associated to invariant tori [3, 4].

An extension for generalizedM−matrices was presented by Nabben in [14, 15, 16]

and Huang et al. in [13]. LetDk
m := {A = [Aij ] ∈ Ckm×km |Aij ∈ Ck×k is Hermitian

for i, j ∈ 〈m〉 and Aii is positive definite for all i ∈ 〈m〉}. A block matrix

A = [Aij ] ∈ Dk
m is called a generalized H−matrix if there exists a positive vector

u = (u1, u2, . . . , um)
T such that the matrix ui|Aii| −

∑m
j=1,j 6=i uj|Aij | is positive def-

inite for all i ∈ 〈m〉, where |Aij | := (AHijAij)
1
2 . Furthermore, Nabben [14] gave some

significant results for this class of matrices, such as the convergence of the associated

block Gauss-Seidel method, the incomplete block LDU−factorization, the invariance

under Gaussian elimination and an equivalence theorem for a subclass of generalized

H−matrices. Recently, Huang et al. [13] presented some new and interesting equiv-

alent conditions for generalized H−matrices and gave an improvement on Definition

5.1 in [14]. Zhang et al. in [19] study the convergence of some block iterative meth-

ods including block Jacobi method, block Gauss-Seidel methods, block JOR-method,

the block SOR-method and the block AOR-mehtod for the solution of linear systems

when the coefficient matrices are generalized H−matrices.

However, these classes of matrices, such as generalized Z−matrices, generalized

M−matrices and generalized H−matrices, are some very special classes of matrices

with very strict conditions. For example, the off-diagonal block entries of this class of

matrices need to be Hermitian and the diagonal blocks need to be (Hermitian) positive

definite. But, for a general matrix, the results about these classes of matrices can

not hold (see [2, 8, 10]). As was proposed by R. Nabben [14], it is an open problem

if this construction can be generalized to the class of matrices with non-Hermitian

off-diagonal blocks, and if similar results can be proved for such matrices.

The purpose of this paper is to give a further extension of generalizedH−matrices

and to propose a class of extended H−matricess (EH−matrices) with non-Hermitian

off-diagonal blocks and non-Hermitian positive definite diagonal blocks, and further-

more, to discuss some properties of a subclass of H−matrices including positive defi-

niteness, invariance under block Gaussian elimination, especially, convergence of some

block iterative methods for linear systems with such a class of matrices. Lastly, this

paper also investigates the incomplete LDU−factorization of these matrices. Hence,

this paper answers the open problem of R. Nabben.
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The paper is organized as follows. After introducing some notations and prelimi-

nary results about generalizedH−matrices and extendedH−matrices in Section 2, we

discuss in Section 3 some general properties of the subclass of EHk
m. We establish that

the class of block matrices A ∈ Ωkm satisfying η(A) + η(AH) ∈ Mk
m is non-Hermitian

positive definite. In Section 4, we show that the subclass of EHk
m is invariant under

block Gaussian elimination. And in Section 5, we study some iterative methods, par-

ticularly, the block Jacbi method, block Gauss-Seidel method, block JOR-method,

block SOR-method and block AOR-method as well. In the rest of Section 5, we in-

vestigate the incomplete LDU−factorization for a subclass of EH−matrices, which

is applied to establish some results on convergent iterative methods. Conclusions are

given in Section 6.

2. Preliminaries. Let Cn×n (Rn×n) be the set of all n × n complex (real)

matrices. We denote by Cn the set of all n−dimensional complex vectors; Rn+ the set

of positive vectors in Rn; AT the transpose of A; AH the conjugate transpose of A;

ρ(A) the spectral radius of A; Re(z) the real part of the complex number z.

Definition 2.1.

1. A matrix A ∈ Cn×n is called Hermitian if AH = A, skew-Hermitian if AH =

−A.

2. A Hermitian matrix A ∈ Cn×n is called Hermitian positive (negative) definite

if xHAx > 0 (xHAx < 0) for all nonzero x ∈ Cn and Hermitian positive

(negative) semidefinite if xHAx ≥ 0 (xHAx ≤ 0) for all x ∈ Cn.

3. A matrix A ∈ Cn×n is called positive (negative) definite if Re(xHAx) > 0

(Re(xHAx) < 0) for all nonzero x ∈ Cn and positive (negative) semidefinite

if Re(xHAx) ≥ 0 (Re(xHAx) ≤ 0) for all x ∈ Cn.

Let A > 0 and A ≥ 0 denote A being (Hermitian) positive definite and (Her-

mitian) positive semidefinite. Analogously we write A < 0 if −A > 0 and A ≤ 0 if

−A ≥ 0. Furthermore, for A, B ∈ Cn×n, we write A > B, A ≥ B, A < B and A ≤ B

if A−B > 0, A−B ≥ 0, A−B < 0 and A−B ≤ 0.

Definition 2.2. (See [12, 13, 14])

1. Let A = (aij) ∈ Cn×n be given. Then there exist two unitary matrices P ∈
Cn×n andQ ∈ Cn×n such that A = PΣQH , where Σ = diag(σ1, σ2, . . . , σn) ∈
Rn×n with σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0.

2. Let A = (aij) ∈ Cn×n be Hermitian positive semidefinite. Then there exists

a unitary matrix U such that A = UΛUH , where Λ = diag(λ1, λ2, . . . , λn) ∈
Rn×n. We define

√
A := U

√
ΛUH , where

√
Λ = diag(

√
λ1,

√
λ2, . . . ,

√
λn ).
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3. Let A = (aij) ∈ Cn×n be given. Then we define

|A| :=
√
AHA = QΣQH ∈ Cn×n and

|AH | :=
√
AAH = PΣPH ∈ Cn×n,

(2.1)

where P, Q and
∑

are defined as 1. It follows from (2.1) that |AH | = |A| =√
AA if A is normal. In particular, we have |A| = A if A is Hermitian positive

semidefinite.

Lemma 2.3. (See [11]) Let A ∈ Cn×n. Then A is positive definite if and only

AH +A is Hermitian positive definite.

Definition 2.4. (See [1, 18]) Let A = (aij) ∈ Rn×n. Then

1. A is called a Z−matrix if aij ≤ 0 for i 6= j; i, j = 1, 2, . . . , n;

2. A is called an M−matrix if A is a Z−matrix, A−1 = (âij) exists and âij ≥ 0

for all i, j = 1, 2, . . . , n;

3. A ∈ Cn×n is called an H−matrix if µ(A) = (µij), where

µij =

{
|aii|, if i = j,

−|aij |, if i 6= j,

is an M−matrix.

We denote the class of n× n M−matrices and the class of n× n H−matrices by

Mn and Hn, respectively.

Definition 2.5. We set P (m) = {(i, j) | i, j ∈ 〈m〉, i 6= j}. For a subset

E ⊆ P (m) and a matrix A ∈ Ckm×km, we define a block decomposition A = ME−NE

of A by the following block matrices ME = [Mij ] with

Mij =

{
Aij , if (i, j) ∈ E or i = j,

0, otherwise,
(2.2)

and NE = [Nij ] with

Nij =

{
0, if (i, j) ∈ E,

−Aij , otherwise.
(2.3)
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For A ∈ Ckm×km, we use the standard block decomposition A = D − L− U with

D =




A11 · · · 0 0
...

. . .
. . .

...

0 · · · As−1,s−1 0

0 · · · 0 Ass


 ,

−L =




0 · · · 0 0

A21
. . . 0 0

...
. . .

. . .
...

As1 · · · As−1,2 0



, −U =




0 A12 · · · A1s

...
. . .

. . .
...

0 0
. . . As−1,s

0 0 · · · 0



.

(2.4)

The following notation and definitions for block matrices was introduced by Elsner

and Mehrmann [5, 6] and Nabben [14].

Definition 2.6. Let A = [Aij ] ∈ Ckm×km with Aij ∈ Ck×k. Then, we define

the block graph GA of A as the nondirected graph of vertices 1, 2, . . . ,m and edges

{i, j}, i 6= j, where {i, j} is an edge of GA if Aij 6= 0 or Aji 6= 0. By E(GA) we denote

the edge set of GA. A is called block acyclic if GA is a forest, i.e., GA is either a tree

or a collection of trees. A vertex of GA that has less than two neighbors is called a

leaf.

Definition 2.7.

1. Zkm = {A = [Aij ] ∈ Ckm×km | Aij ∈ Ck×k is Hermitian for all i, j ∈ 〈m〉
and Aij ≤ 0 for all i 6= j, i, j ∈ 〈m〉}.

2. Ẑkm = {A = [Aij ] ∈ Zkm | Aii > 0, i ∈ 〈m〉}.
3. Mk

m = {A ∈ Ẑkm | there exists u ∈ Rm+ such that
m∑
j=1

ujAij > 0 for all i ∈

〈m〉}, where Rm+ denotes all positive vectors in R.

4. Dk
m = {A = [Aij ] ∈ Ckm×km | Aij ∈ Ck×k is Hermitian for all i, j ∈ 〈m〉

and Aii > 0 for all i ∈ 〈m〉}.
5. Hk

m = {A ∈ Dk
m | µ(A) ∈ Mk

m}, where µ(A) = [Mij ] ∈ Cmk×mk is defined as

Mij :=

{
|Aii|, if i = j,

−|Aij |, if i 6= j.

We now present a further extension of definitions such as generalizedH−matrices.

Definition 2.8.

1. Ωkm = {A = [Aij ] ∈ Ckm×km | Aij ∈ Ck×k for all i, j ∈ 〈m〉 and Aii is non−
Hermitian positive definite for all i ∈ 〈m〉}.
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2. For A ∈ Ωkm, we denote by η(A) = [ηij ] ∈ Cmk×mk the block comparison

matrix of A, which we define as

ηij :=

{
H(Aii), if i = j,

−|Aij |, if i 6= j,

where

H(Aii) :=
1

2
(Aii +AHii ),

the Hermitian part of the matrix Aii for all i ∈ 〈m〉.
3. EHk

m = {A ∈ Ωkm | η(A) ∈ Mk
m}. Moreover, a block matrix A is called an

EH−matrix if A ∈ EHk
m.

According to Definition 2.7 and Definition 2.8, Dk
m ⊂ Ωkm, and consequently,

Hk
m ⊂ EHk

m.

3. Positive definiteness. In this section, some results on positive definiteness

for the matrices in Ωkm are presented to generalize the results of [14]. The following

lemma will be used in this section.

Lemma 3.1. Let A ∈ Cn×n and 0 ≤ α ≤ 1. Then, the matrix Ãα(t) defined by

Ãα(t) =

[
|A| αe−itAH

αeitA |AH |

]

is positive semidefinite for all t ∈ R.

Proof. It follows from Definition 2.2 that there exist two unitary matrices P ∈
Cn×n and Q ∈ Cn×n such that A = PΣQH , where Σ = diag(σ1, σ2, . . . , σn) ∈ Rn×n

with σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0, and (2.1) holds. Then it is easy to see that

Ãα(t) =

[
|A| αe−itAH

αeitA |AH |

]
=

[
Q 0

0 P

] [
Σ αe−itΣ

αeitΣ Σ

] [
Q 0

0 P

]H

= C

[
Σ αe−itΣ

αeitΣ Σ

]
CH ,

(3.1)

where C =

[
Q 0

0 P

]
is nonsingular since Q and P are both unitary. Then we have

with (3.1) that

C
−1Ãα(t)(C

−1)H =

[
Σ αe−itΣ

αeitΣ Σ

]
.
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Let X =

[
I 0

−αeitΣΣ+ I

]
, where I is the n × n identity matrix and Σ+ is the

Moore-Penrose generalized inverse of the matrix Σ. Since

−αeitΣΣ+Σ+ αeitΣ = −αeitPΣ+ αeitΣ = 0,

−αe−itΣΣ+Σ + αe−itΣ = (−αeitΣΣ+Σ+ αeitΣ)H = 0 and

Σ− α2ΣΣ+Σ = Σ− α2Σ ≥ Σ− Σ = 0,

one has

XC−1Ãα(t)(C
−1)HXH =

[
Σ −ΣΣ+Σ+ Σ

−ΣΣ+Σ+ Σ Σ− ΣΣ+Σ

]

≥
[

Σ 0

0 0

]
.

(3.2)

Let U = XC−1. Since Σ ≥ 0, it follows from (3.2) that

UÃα(t)U
H =

[
Σ 0

0 0

]
≥ 0,

and consequently, Ãα(t) ≥ 0.

Theorem 3.2. Let a block matrix A = [Aij ] ∈ Ωkm.

1. If there exists a vector v = (v1, v2, . . . , vm)T ∈ Rm+ such that

vi(Aii +AHii )−
m∑

j=1,j 6=i

vj(|Aij |+ |AHji |) ≥ 0(3.3)

for all i ∈ 〈m〉, then A ≥ 0.

2. If η(A) + η(AH) ∈ Mk
m, then A > 0.

Proof. We define V = diag(v1Ik, v2Ik, . . . , vmIk), where Ik is m × m identity

matrix. Multiplying the inequality (3.3) by vi, we have

v2i (Aii +AHii )−
m∑

j=1,j 6=i

vi(|Aij |+ |AHji |)vj ≥ 0, i = 1, 2, . . . ,m,

which shows that V AV satisfies

v2i (Aii +AHii )−
m∑

j=1,j 6=i

(|viAijvj |+ |(vjAjivi)H |) ≥ 0(3.4)

for all i ∈ 〈m〉. Let B = V AV = [Bij ], where Bij = viAijvj for all i, j ∈ 〈m〉. Since

vi is a positive real number for each i ∈ 〈m〉, B ∈ Ωkm. It follows from (3.4) that the

matrix B satisfies

Ri(B) = (Bii +BH
ii )−

m∑

j=1,j 6=i

(|Bij |+ |Bji|) ≥ 0, i = 1, . . . ,m.(3.5)
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As a result,

B +BH = ∆+
∑

i>j

Rij +
∑

i<j

Sij ,

where

∆ = diag{R1(B), . . . , Rm(B)},

Rij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |Bij | 0 · · · BH
ij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · Bij 0 · · · |BH
ij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




(3.6)

and

Sij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |BH
ij | 0 · · · Bij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · BH
ij 0 · · · |Bij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




.(3.7)

Since (3.5) implies ∆ ≥ 0 and Lemma 3.1 gives Rij ≥ 0 and Sij ≥ 0, B + BH ≥ 0

and consequently A = V −1BV −1 ≥ 0. This completes the proof of 1. Using the same

method as one of the proof of 1, we can prove the conclusion of 2.

Theorem 3.3. Let A = [Aij ] ∈ Ωkm. For E ⊆ P (m) and t ∈ R, define

At = ME +MH
E − (eitNE + e−itNH

E ),(3.8)

where A = ME − NE and ME, NE as in (2.2) and (2.3). If η(A) + η(AH) ∈ Mk
m,

then At > 0 for all t ∈ R.
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Proof. Since η(A)+η(AH) ∈ Mk
m, there exists a vector v = (v1, v2, . . . , vm)T ∈ Rm+

such that

vi(Aii +AHii )−
m∑

j=1,j 6=i

vj(|Aij |+ |AHji |) > 0(3.9)

for all i ∈ 〈m〉. Similar to the proof of Theorem 3.2, multiply the inequality (3.9) by

vi and define V = diag(v1Ik, v2Ik, . . . , vmIk), where Ik is m×m identity matrix, such

that B = V AV satisfies

v2i (Aii +AHii )−
m∑

j=1,j 6=i

(|viAijvj |+ |(vjAjivi)H |) > 0(3.10)

for all i ∈ 〈m〉. Let B = V AV = [Bij ] with Bij = viAijvj for all i, j ∈ 〈m〉. Then

following (3.10), we have

Ri(B) = (Bii +BH
ii )−

m∑

j=1,j 6=i

(|Bij |+ |Bji|) > 0, i = 1, . . . ,m.(3.11)

Furthermore, according to (3.8), we have

Bt = V AtV = V [ME +MH
E − (eitNE + e−itNH

E )]V

and

Bt = ∆+
∑

(i, j) ∈ E

i > j

Rij +
∑

(i, j) ∈ E

i < j

Sij +
∑

(i, j) /∈ E

i > j

R̃ij +
∑

(i, j) /∈ E

i < j

S̃ij ,

where ∆, Rij and Sij are defined in (3.6) and (3.7), respectively, and

R̃ij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |Bij | 0 · · · e−iφBH
ij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · eiφBij 0 · · · |BH
ij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




,
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S̃ij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |BH
ij | 0 · · · eiϕBij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · e−iϕBH
ij 0 · · · |Bij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




.

Since (3.11) yields ∆ > 0 and Lemma 3.1 indicates Rij ≥ 0, Sij ≥ 0, R̃ij ≥ 0 and

S̃ij ≥ 0, Bt > 0 and hence At > 0. This completes the proof.

Corollary 3.4. For every A = [Aij ] ∈ Ωkm with η(A)+ η(AH) ∈ Mk
m and every

E ⊆ P (m), we have

1. ME+NE > 0. In particular, A > 0, 2D−A > 0, D−L+U > 0, D−U+L >

0, where D, L and U as in (2.4).

2. ME > 0.

Proof. Using Theorem 3.3, we can obtain the proof of this corollary.

Theorem 3.5. Let A = [Aij ] ∈ Ωkm with η(A) + η(AH) ∈ Mk
m. Define

Â(φ, ϕ) = D +DH − α(eiφL+ e−iφLH)− β(eiϕU + e−iϕUH),

where A = D − L − U , D, L and U as in (2.4). If 0 < α ≤ 1 and 0 < β ≤ 1, then

Â(φ, ϕ) > 0.

Proof. The proof of this theorem follows the proof of Theorem 3.3. η(A) +

η(AH) ∈ Mk
m implies that there exists a vector v = (v1, v2, . . . , vm)T ∈ Rm+ such

that (3.9) holds for all i ∈ 〈m〉. Multiply the inequality (3.9) by vi and define V =

diag(v1Ik, . . . , vmIk), where Ik is m×m identity matrix, such that B = V AV satisfies

(3.10). Let B = V AV = [Bij ] with Bij = viAijvj for all i, j ∈ 〈m〉. Then, (3.10)

yields (3.11). Since A = D−L−U , we haveB = DB−LB−UB = V DV −V LE−V UV .

As a result,

B̂(φ, ϕ) = DB +DH
B − α(eiφLB + e−iφLHB )− β(eiϕUB + e−iϕUH

B )

= V Â(φ, ϕ)V

and we have

B̂(φ, ϕ) = ∆ +
∑

i>j

R̂ij +
∑

i<j

Ŝij ,(3.12)
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where ∆ is defined in (3.6) and

R̂ij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |Bij | 0 · · · αe−iφBH
ij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · αeiφBij 0 · · · |BH
ij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




,

Ŝij =




0 · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
...

...
...

...
...

0 · · · |BH
ij | 0 · · · βeiϕBij 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
. . .

...
...

...
...

0 · · · βe−iϕBH
ij 0 · · · |Bij | 0 · · · 0

0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · 0




.

(3.11) yields ∆ > 0 and Lemma 3.1 indicates R̂ij ≥ 0 and Ŝij ≥ 0. As a result,

B̂(φ, ϕ) > 0 follows directly from (3.12) and consequently Â(φ, ϕ) > 0.

4. Invariance under block Gaussian elimination. Similarly, the results pro-

posed by Elsner and Mehrmann [5] and Nabben [14] can be generalized to show that

a class of acyclic matrices in EHk
m are invariant under block Gaussian elimination.

Lemma 4.1. (See [14]) An (m+ n)× (m+ n) matrix P is partitioned as

P =

[
A DH

B C

]
,

where A ∈ Cm×m, C ∈ Cn×n and B, D ∈ Cm×n. If P is positive definite, then the

Schur complement with respect to A, P/A = C −BA−1DH is positive definite.

Theorem 4.2. Let A = [Aij ] ∈ Ωkm be block acyclic with η(A) + η(AH) ∈ Mk
m.

Assume that {s, l} is an edge of GA, where s is a vertex that has only one neighbor,
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and let L = [Lij ], U = [Uij ] ∈ Ckm×km be defined by

Lij :=





I, if i = j,

−AlsA
−1
ss , if i = l, j = s,

0, otherwise,

Uij :=





I, if i = j,

−A−1
ss Asl, if i = l, j = s,

0, otherwise.

Then,

Ã = [Ãij ] = LAU ∈ Ωkm, η(Ã) + η(ÃH) ∈ Mk
m

and Ã is block acyclic.

Proof. The proof of this theorem follows the proofs of Theorem 3.24 in [5] and

Theorem 3.6 in [14]. Multiplication with L from the left changes only elements in row

l and multiplication with U from the right changes only elements in column l. Thus,

Ãij :=

{
Aij , if i, j 6= l,

Aij −AisA
−1
ss Asj , if i = l or j = l.

Now suppose that {l, j} is an edge of GA for j 6= l, s. Then {j, s} is not an edge of

GA, since otherwise {l, j}, {s, j}, {l, s} would be a cycle of GA. Thus, the only blocks

in Ã which are different from the corresponding blocks in A are

Ãls = 0, Ãsl = 0, Ãll = All −AlsA
−1
ss Asl.(4.1)

Again, Ãll = All − AlsA
−1
ss Asl = [A(s, l)]/Ass is the Schur complement of the matrix

A(s, l) =

[
Ass Asl
Als All

]
∈ Ωk2 with respect to the non-Hermitian positive definite

matrix Ass. Since η(A)+η(AH ) ∈ Mk
m, Theorem 3.2 shows A > 0 and hence A(s, l) >

0 for A(s, l) is a block principal submatrix of A. Therefore, Lemma 4.1 gives that

Ãll = [A(s, l)]/Ass > 0. Obviously, Ã is block acyclic and Ã = [Ãij ] = LAU ∈ Ωkm.

It remains to show that η(Ã) + η(ÃH) ∈ Mk
m. So we have to show that there is a

positive vector v = (v1, . . . , vm)T ∈ Rm such that

vi(Ãii + ÃHii )−
m∑

j=1,j 6=i

vj(|Ãij |+ |ÃHji |) > 0

for all i ∈ 〈m〉. Since η(A) + η(AH) ∈ Mk
m, there exists a vector u = (u1, . . . , um)T ∈

Rm such that

ui(Aii +AHii )−
m∑

j=1,j 6=i

uj(|Aij |+ |AHji |) > 0(4.2)
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for all i ∈ 〈m〉. Setting v = u we have for i 6= l, s,

vi(Ãii + ÃHii )−
m∑

j=1,j 6=i

vj(|Ãij |+ |ÃHji |) > 0,

and for i = s, it follows from (4.1) that

vs(Ãii + ÃHii )−
m∑

j=1,j 6=s

vj(|Ãsj |+ |ÃHjs|) = vs(Ãii + ÃHii ) > 0.

For i = l, from (4.1) we have

vl(Ãii + ÃHii )−
m∑

j=1,j 6=l

vj(|Ãlj |+ |ÃHjl |)

= vl(Ãii + ÃHii )−
m∑

j=1;j 6=l,s

vj(|Alj |+ |AHjl |)

= vl(Ãii + ÃHii ) + (|Als|+ |AHsl |)−
m∑

j=1j 6=l

vj(|Alj |+ |AHjl |)

= vl(Aii +AHii )−
m∑

j=1,j 6=l

vj(|Alj |+ |AHjl |)

+vs(|Als|+ |AHsl |)− vl[AlsA
−1
ss Asl + (AlsA

−1
ss Asl)

H ].

(4.3)

Since η(A) + η(AH) ∈ Mk
m, from (4.2), setting vi = ui for all i ∈ 〈m〉, we have

vl(Aii +AHii )−
m∑

j=1,j 6=l

vj(|Alj |+ |Ajl|) > 0.

Then, the sum of the last two lines of (4.3) is Hermitian positive definite if

vs(|Als|+ |AHsl |)− vl[AlsA
−1
ss Asl + (AlsA

−1
ss Asl)

H ](4.4)

is Hermitian positive semidefinite. Let B =

[
vsAss vlAsl
vlAls

1
2vl(|Als|+ |AHsl |)

]
∈ Ωk2 .

Then, with η(A) + η(A)H ∈ Mk
m, the matrix

η(B) + η(B)H =

[
vs(Ass +AHss) vl(|Als|+ |AHsl |)
vl(|Als|+ |AHsl |) vl(|Als|+ |AHsl |)

]

satisfies the condition (3.3) of Theorem 3.2. It then follows from Theorem 3.2 that

the matrix B ≥ 0. Hence, the Schur complement of B with respect to the matrix Ass

B/[vs(Ass)] =
1

2
vl(|Als|+ |AHsl |)−

v2l
vs

AlsA
−1
ss Asl ≥ 0

comes from Lemma 4.1. Thus,

1

2
vs(|Als|+ |AHsl |)−AlsA

−1
ss Asl ≥ 0
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and then

vs(|Als|+ |AHsl |)− vl[AlsA
−1
ss Asl + (AlsA

−1
ss Asl)

H ] ≥ 0

which indicates that (4.4) holds.

This theorem shows that the class of block acyclic matrices satisfying η(A) +

η(AH) ∈ Mk
m is invariant under block Gaussian elimination.

5. Convergence on iterative methods and the incomplete block LDU−
factorization. Consider the solution methods for the system of km linear equations

Ax = b,(5.1)

where A = [Aij ] ∈ Ckm×km is an m×m block matrix with all the blocks Aij ∈ Ck×k,

b, x ∈ Ckm×1. The class of systems arises not only in the numerical solution of 2D

and 3D Euler equations in fluid dynamics [2, 9, 14], but also in the discretizations of

PDEs associated to invariant tori [3, 4].

In order to solve system (5.1) using block iterative methods, the coefficient matrix

A = [Aij ] ∈ Ckm×km is split into

A = M −N,(5.2)

where M ∈ Ckm×km is nonsingular and N ∈ Ckm×km. Then, the general form of

block iterative methods for (5.1) can be described as follows:

x(i+1) = M−1Nx(i) +M−1b, i = 0, 1, 2, . . . .(5.3)

The matrix H = M−1N is called the iterative matrix of the iteration (5.3). It is well-

known that (5.3) converges for any given x(0) if and only if ρ(H) < 1 (see [17]), where

ρ(H) denotes the spectral radius of the matrix H . Thus, to establish the convergence

results of block iterative methods, we study the spectral radius of the iteration matrix

in iteration (5.3).

In the following, the splitting and the iteration matrices for some special block

iterative methods of (5.1) are listed, respectively.

Let 〈m〉 = {1, 2, . . . ,m} and E ⊂ P (m) = {(i, j) | i, j ∈ 〈m〉, i 6= j}. Consider

the E−block iterative method that is defined by the splitting

A = ME −NE and HE = M−1
E NE

is the iteration matrix, where ME and NE are shown in (2.2) and (2.3).

In the case of standard block decomposition A = D − L − U , the block Jacobi

method is defined by the splitting (5.2), where

M = D N = L+ U, and HJ = D−1(L+ U),
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is the iteration matrix, and the forward and backward block Gauss-Seidel methods

are defined by the splitting (5.2), where

M = D − L N = U and M = D − U N = L,

respectively, where D, L and U as in (2.4), and

HBGS = (D − U)−1L

are the iteration matrices of the forward and backward block Gauss-Seidel meth-

ods, respectively. The Jacobi overrelaxation method (JOR-method) is defined by the

splitting (5.2), where

M =
1

ω
D, N = [(

1

ω
− 1)D + L+ U ],

where ω ∈ R and D, L, U as in (2.4), and

HJOR(ω) = M−1N = (1 − ω)I + ωD−1(L+ U)(5.4)

is the iteration matrix. The SOR-method (see [16]) is defined by the splitting (5.2),

where

M =
1

ω
D − L, N = [(

1

ω
− 1)D + U ],

and

HSOR(ω) = M−1N = (D − ωL)−1[(1− ω)D + ωU ](5.5)

is the iteration matrix. The AOR-method (see [7]) is defined by the splitting (5.2),

where

M =
1

ω
(D − rL), N =

1

ω
[(1− ω)D + (ω − r)L + ωU ],

and

HAOR(r,ω) = M−1N = (D − rL)−1[(1 − ω)D + (ω − r)L + ωU ],(5.6)

is the iteration matrix, where r and ω are the acceleration parameter and the overre-

laxation parameter, respectively.

In [5, 14, 19], the convergence results on some block iterative methods including

the E−block iterative method, the block Jacobi method, the forward and backward

block Gauss-Seidel methods, the block JOR-method and the block SOR-method are

established for the class of generalized M−matrices and generalized H−matrices. In

this section, we not only establish convergence of these iterative methods for matrices
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in EHk
m, but also discuss the convergent behavior of the block AOR-method. Fur-

thermore, we will show that the incomplete LDU−factorization leads to convergent

iterative methods.

The following lemma will be used in this section.

Lemma 5.1. (See [14]) Let A, M, N ∈ Cn×n with A = M −N . If for all t ∈ R

At := M +MH − (eitN + e−itNH) > 0,(5.7)

then ρ(M−1N) < 1. If At ≥ 0 for all t ∈ R, then ρ(M−1N) ≤ 1.

Theorem 5.2. Let A = [Aij ] ∈ Ωkm. For E ⊆ P (m), let ME , NE as in (2.2)

and (2.3). If η(A) + η(AH) ∈ Mk
m, then ρ(M−1

E NE) < 1. In particular we have:

ρ(HJ) < 1, ρ(HFGS) < 1, ρ(HBGS) < 1.

Proof. Using Theorem 3.3 and Lemma 5.1, the proof of this theorem can be

obtained immediately.

The following theorems will present the convergence results on the JOR-method

and SOR-method for the matrices in Ωkm.

Theorem 5.3. Let A = [Aij ] ∈ Ωkm with η(A) + η(AH) ∈ Mk
m. Let HJOR(ω) and

HSOR(ω) be as in (5.4) and (5.5). If 0 < ω ≤ 1, then

ρ(HJOR(ω)) < 1, ρ(HSOR(ω)) < 1.

Proof. Assume that λ and µ are any eigenvalues of HJOR(ω) and HSOR(ω), re-

spectively, and |λ| ≥ 1, |µ| ≥ 1. For these eigenvalues the relationships below holds

det(HJOR(ω) − λI) = 0 and det(HSOR(ω) − µI) = 0(5.8)

or after performing a simple series of transformations

det(P ) = 0 and det(Q) = 0,(5.9)

where

P = D − ω

λ− 1 + ω
(L+ U)(5.10)

and

Q = D − ωµ

µ− 1 + ω
L− ω

µ− 1 + ω
U.(5.11)

Suppose

αeiφ =
ω

λ− 1 + ω
(5.12)
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and

βeiϕ =
µω

µ− 1 + ω
, γeiψ =

ω

µ− 1 + ω
(5.13)

We will prove

α = |αeiφ| = |ω|
|λ− 1 + ω| ≤ 1

and

β = |βeiϕ| = |ω|
|λ− 1 + ω| ≤ 1, γ = |γeiψ| = |ω|

|µ− 1 + ω| ≤ 1.

To prove these inequalities it is sufficient and necessary to prove that

|λ− 1 + ω| ≥ |ω|(5.14)

and

|µ− 1 + ω| ≥ |µω|, |µ− 1 + ω| ≥ |ω|.(5.15)

We prove (5.14). If λ−1 = qeiθ, where q and θ are real with 0 < q ≤ 1, then the

inequality in (5.14) is equivalent to

1 + q2 − 2q(1− ω) cos θ − 2q2ω ≥ 0.

Since the expression in the brackets above is nonnegative, (5.14) holds for all real θ

if and only if it holds for cos θ = 1. Thus, we have

(1− q)[(1 − q) + 2qω] ≥ 0

which is true.

Next, let us prove (5.15). Set µ−1 = peiϑ, where p and ϑ are real with 0 < p ≤ 1.

Then, the first inequality in (5.15) is equivalent to

(1 + ω) + (1 + ω2)p2 − 2p cosϑ− 2q2ω ≥ 0.(5.16)

Since the expression in the brackets above is nonnegative, (5.16) holds for all real θ

if and only if it holds for cos θ = 1. Thus, (5.16) is equivalent to

(1− p)[(1 + ω)(1− p) + 2pω] ≥ 0,

which is true.

The proof of the second inequality in (5.15) is similar to the proof of the inequality

(5.14). Thus, 0 < α ≤ 1, 0 < β ≤ 1 and 0 < γ ≤ 1. It follows from (5.10) and (5.12)

that

P = D − αeiφ(L+ U)
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and it follows from (5.11) and (5.13) that

Q = D − βeiϕL− γeiψU.

Hence, it follows from Theorem 3.5 that both PH+P > 0 and QH+Q > 0. So P > 0

and Q > 0 come from lemma 2.3 and consequently, both P and Q are nonsingular

which contradicts (5.9) and consequently (5.8). Thus, ρ(HJOR(ω)) < 1, ρ(HSOR(ω)) <

1.

Now, we establish the convergence result of the block AOR-method (See [7]).

Theorem 5.4. Let A = [Aij ] ∈ Ωkm with η(A) + η(AH) ∈ Mk
m. Let HAOR(r,ω) be

as in (5.6). If 0 ≤ r ≤ 1 and 0 < ω ≤ 1, then ρ(HAOR(r,ω)) < 1.

Proof. The conclusion can be proved by contradiction. We assume that there

exists an eigenvalue λ of HAOR(r, ω) such that |λ| ≥ 1. Since

HAOR(r, ω) = (D − rL)−1[(1− ω)D + (ω − r)L + ωU ],

we have

det(HAOR(r, ω) − λI)

= det
{
(D − rL)−1[(1− ω)D + (ω − r)L + ωU − λ(D − rL)]

}

=
det[(λ− 1 + ω)D − (r(λ − 1) + ω)L− ωU ]

det(D − rL)

= (λ− 1 + ω)

det

[
D − r(λ− 1) + ω

λ− 1 + ω
L− ω

λ− 1 + ω
U

]

det(D − rL)
= 0.

(5.17)

Since det(D − rL) 6= 0 and λ− 1 + ω 6= 0 for |λ| ≥ 1 and 0 < ω ≤ 1, we have that

det(Q) = 0,(5.18)

where

Q = D − r(λ − 1) + ω

λ− 1 + ω
L− ω

λ− 1 + ω
U.(5.19)

In fact, the coefficients of L and U in (5.19) are not more than 1 in modulus. To

prove this it is sufficient and necessary to prove that

|λ− 1 + ω| ≥ |r(λ − 1) + ω| and |λ− 1 + ω| ≥ |ω|.(5.20)

Let λ−1 = qeiθ, where q and θ are real with 0 < q ≤ 1 since |λ| ≥ 1. Then the first

inequality in (5.20) is equivalent to

|λ− 1 + ω|2 − |r(λ − 1) + ω|2
= |λ|2[|1− (1 − ω)λ−1|2 − |r − (r − ω)λ−1|2]
= q−2

[
|1− (1− ω)qeiθ|2 − |r − (r − ω)qeiθ|2

]

≥ 0.

(5.21)
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Since

|1− (1− ω)qeiθ|2 = [1− (1− ω)q cos θ]2 + [(1− ω)q sin θ]2

= 1− 2(1− ω)q cos θ + (1− ω)2q2

and

|r − (r − ω)qeiθ|2 = [r − (r − ω)q cos θ]2 + [(r − ω)q sin θ]2

= r2 − 2r(r − ω)q cos θ + (r − ω)2q2,

(5.21) is equivalent to

q2
[
|λ− 1 + ω|2 − |r(λ − 1) + ω|2

]

=
[
1− 2(1− ω)q cos θ + (1− ω)2q2

]
−
[
r2 − 2r(r − ω)q cos θ + (r − ω)2q2

]

= (1− r2) + (1− r2)q2 − (1 − r2)2q cos θ + (1− r)2qω cos θ − (1− r)2q2ω

≥ 0.

(5.22)

(5.22) clearly holds for r = 1. For 0 ≤ r < 1, we have 1− r > 0. Therefore,

q2
[
|λ− 1 + ω|2 − |r(λ − 1) + ω|2

]

= (1− r2) + (1− r2)q2 − (1− r2)2q cos θ + (1− r)2qω cos θ − (1− r)2q2ω

= (1− r)
{
(1 + r) + (1 + r)q2 − [(1 + r) − ω]2q cos θ − 2q2ω

}

≥ 0.

(5.23)

(5.23) is equivalent to

(1 + r) + (1 + r)q2 − [(1 + r) − ω]2q cos θ − 2q2ω ≥ 0.(5.24)

Since 0 ≤ r ≤ 1, 0 < ω ≤ 1 and 0 < q ≤ 1, (1 + r) − ω > 0 and consequently

[(1 + r)− ω]2q cos θ ≤ [(1 + r)− ω]2q.

As a result,

(1 + r) + (1 + r)q2 − [(1 + r) − ω]2q cos θ − 2q2ω

≥ (1 + r) + (1 + r)q2 − [(1 + r)− ω]2q − 2q2ω

= (1 + r) + (1 + r)q2 − (1 + r)2q

= (1 + r)(1 − q)2 ≥ 0,

which shows that (5.24) holds for all real θ.

The second inequality in (5.20) is equivalent to

1 + q2 − 2q(1− ω) cos θ − 2q2ω ≥ 0.(5.25)

Since 0 < ω ≤ 1 and 0 < q ≤ 1, 2q(1− ω) > 0 and consequently

2q(1− ω) cos θ ≤ (1 − ω)2q.
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Therefore,

1 + q2 − 2q(1− ω) cos θ − 2q2ω

≥ 1 + q2 − 2q(1− ω)− 2q2ω

= (1− q)2 + 2qω(1− q) ≥ 0,

which shows that (5.25) holds for all real θ. This proves the second inequality in

(5.20).

Now, let

αeiφ =
r(λ − 1) + ω

λ− 1 + ω
, βeiϕ =

ω

λ− 1 + ω
.

Then it follows from (5.20) that we have

α = |αeiφ| = |r(λ − 1) + ω|
|λ− 1 + ω| ≤ 1, β = |βeiϕ| = |ω|

|λ− 1 + ω| ≤ 1.

Thus, from (5.19), we have

Q = D − αeiφL− βeiϕU,

where 0 < α ≤ 1 and 0 < β ≤ 1. It follows from Theorem 3.5 that Q +QH > 0 and

Hence, Q is nonsingular which contradicts (5.18), and consequently (5.17). Therefore,

ρ(HAOR(r, ω)) < 1.

In what follows, we will discuss the incomplete block LDU-factorization (IBLDU-

factorization) for the matrices in Cmk×mk. In a complete block LDU−factorization

of a matrix A ∈ Cmk×mk, we have

A = LDU,

where D is a block diagonal matrix, L a low block triangular matrix and U an upper

block triangular matrix. In an incomplete block LDU−factorization of a matrix

A ∈ Cmk×mk, we have the form

A = LDU −N,

where D is a block diagonal matrix, L a low block triangular matrix but some zero

block in low triangular part and U an upper block triangular matrix but some zero

block in upper triangular part. In these block matrices L and U , zero blocks may

occur in arbitrary off-diagonal places, which can be chosen in advance. Let

P ⊆ P (m) = {(i, j) | 1 ≤ i, j ≤ m, i 6= j},
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where P gives positions of zero blocks in matrices L and U . Then the matrices L, U

and N in the incomplete block LDU−factorization have the following structure
{

Lij = Uij = 0, if (i, j) ∈ P,

Nij = 0, if (i, j) ∈ P.

It follows that some results will be presented to determine whether a matrix A ∈ Ωkm
admits an incomplete block LDU−factorization and whether the related iterative

method converges.

Theorem 5.5. Let A = [Aij ] ∈ Ωkm be block acyclic with η(A) + η(AH) ∈
Mk
m. Then, A admits an incomplete block LDU-factorization for all P ⊆ P (m) and

ρ((LDU)−1N) < 1.

Proof. Consider the construction of the LDU-factorization for example in [13].

Obviously, A = [Aij ] ∈ Ωkm with η(A) + η(AH) ∈ Mk
m remains true even if we delete

some off-diagonal blocks of A. With Theorem 4.2 the matrix Ã, which we obtain after

one step block Gaussian elimination, is also block acyclic and we have Ã = [Ãij ] ∈ Ωkm
with η(Ã) + η(ÃH) ∈ Mk

m. Thus, A admits an incomplete block LDU−factorization,

that is, A = LDU −N . Since A = [Aij ] ∈ Ωkm with η(A) + η(AH) ∈ Mk
m, it follows

from Theorem 5.2 that ρ((LDU)−1N) < 1.

For a matrix that has a block graph which contains cycles, one step of Gaussian

elimination can destroy the structure of the off-diagonal blocks if k 6= 1. However, for

an arbitrary matrix A ∈ Ωkm we can choose a subset E ⊆ P (m) such that ME = [Mij ]

is block acyclic. Here as in (2.2)

{
Mij = Aij , if (i, j) ∈ E or i = j,

Mij = 0, otherwise.

Since ME is block acyclic, we have with Theorem 5.3 the factorization

ME = LDU,(5.26)

where L is a strictly block lower triangular, U is a strictly block upper triangular,

and D is block diagonal matrix. Furthermore, with Theorem 5.3 the splitting

A = LDU −NE

yields a convergent iterative method. Thus, the following result follows directly from

the facts mentioned above.

Theorem 5.6. Let A = [Aij ] ∈ Ωkm with η(A)+ η(AH) ∈ Mk
m and let E ⊆ P (m)

be such that ME is block acyclic, where ME is as in (2.2). Then A admits the

incomplete block LDU-factorization

A = LDU −NE ,
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with ME = LDU as in (5.26). Furthermore, ρ((LDU)−1N) < 1.

Therefore, block methods, such as the block cyclic reduction method, can be

used for the solution of the system Ax = b, and this is a very good method for

preconditioning.

6. Conclusions. Following the results in [5, 14, 19], we have proposed a more

general class of block matrices – the class of EH−matrices and established some re-

sults on the positive definiteness and the invariance under block Gaussian elimination

for a subclass of EH−matrices. Furthermore, we have discussed convergence of block

iterative methods for linear systems with such subclass of EH−matrices. For example,

we have presented the convergence of the block Jacobi method, block Gauss-Seidel

method, block JOR-method, block SOR-method and block AOR-method as well.

In particular, we investigated the incomplete LDU−factorization of EH−matrices,

which is applied to establish some results on the convergent iterative methods.

All results proposed in this paper generalize the corresponding ones of L. Elsner

and R. Nabben and answer the open problem proposed by R. Nabben in [14].
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